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ABSTRACT

As one of the major search engines in the world, Baidu’s Sponsored
Search has long adopted the use of deep neural network (DNN)
models for Ads click-through rate (CTR) predictions, as early as in
2013. The input futures used by Baidu’s online advertising system
(ak.a. “Phoenix Nest”) are extremely high-dimensional (e.g., hun-
dreds or even thousands of billions of features) and also extremely
sparse. The size of the CTR models used by Baidu’s production
system can well exceed 10TB. This imposes tremendous challenges
for training, updating, and using such models in production.

For Baidu’s Ads system, it is obviously important to keep the
model training process highly efficient so that engineers (and re-
searchers) are able to quickly refine and test their new models or
new features. Moreover, as billions of user ads click history entries
are arriving every day, the models have to be re-trained rapidly
because CTR prediction is an extremely time-sensitive task. Baidu’s
current CTR models are trained on MPI (Message Passing Interface)
clusters, which require high fault tolerance and synchronization
that incur expensive communication and computation costs. And,
of course, the maintenance costs for clusters are also substantial.

This paper presents AIBox, a centralized system to train CTR
models with tens-of-terabytes-scale parameters by employing solid-
state drives (SSDs) and GPUs. Due to the memory limitation on
GPUs, we carefully partition the CTR model into two parts: one
is suitable for CPUs and another for GPUs. We further introduce
a bi-level cache management system over SSDs to store the 10TB
parameters while providing low-latency accesses. Extensive experi-
ments on production data reveal the effectiveness of the new system.
AlBox has comparable training performance with a large MPI clus-
ter, while requiring only a small fraction of the cost for the cluster.
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1 INTRODUCTION

As one of the leading search engines in the world, Baidu’s Sponsored
Search system (a.k.a. “Phoenix Nest”) [20] has long adopted deep
neural network (DNN) models for ads click-through rate (CTR) pre-
dictions, as early as in 2013. CTR prediction [19, 22] plays a key role
in determining the best ad spaces allocation as it directly influences
user experience and ads profitability. Usually CTR prediction takes
multiple resources as input, e.g., query-ad relevance, ad features
and user portraits. It then estimates the probability that a user clicks
on a given ad. Recently, deep learning has achieved great success in
computer vision [29] and natural language processing [5]. Inspired
by this, learning methods are proposed for the CTR prediction
task [13, 15, 20, 61, 65, 66]. Compared with commonly used logistic
regression [40], deep learning models can substantially improve
the accuracy at a significant increase of training cost.

In the current production system at Baidu Search Ads, The
training process of our model is both resource-intensive and time-
consuming. The models are trained with a parameter server [24, 32]
in an MPI (Message Passing Interface) [52] cluster with hundreds
of CPU-only nodes. The main model used in production is of size
exceeding 10TB and is stored/managed on a special hardware. The
parameter server solution suffers from node faults and network
failures in the hundred-scale nodes environment. What’s worse,
synchronizations in parameter server block the training compu-
tations and incur large network communication overhead, while
asynchronous training frameworks have model convergence prob-
lems caused by the stale models on each worker node [48, 62].

There are fascinating opportunities and challenges to improve
the production system of sponsored search, in many different direc-
tions. One area of active research is to improve the quality of “recalls”
(of ads) before calling the CTR model. For example, Baidu has re-
cently shared such a technical paper [20] to the community, which
was built on top of fast near neighbor search algorithms [55, 64]
and maximum inner product search techniques [51, 56].

In this paper, we present Baidu’s another concurrent major effort
for improving the online advertising system, that is, moving the
CTR model training from MPI clusters to GPUs. While the use of
GPUs for machine learning and scientific computing has been a
common practice, using GPUs for training commercial CTR models
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still imposes many substantial challenges. The most notable chal-
lenge is that the training data size is of PB (PeteByte) scale and the
trained model is of size exceeding 10TB. The number of training
examples can be as many as hundreds of billions and the number
of features can be thousands of billions (we typically use 2% as a
convenient surrogate for the size of feature space.). The data fed to
the model are also extremely sparse, with merely several hundred
non-zero entries for each feature vector.

As a commercial sponsored search system, any model compres-
sion techniques should not compromise the prediction performance
(revenue). Indeed, even a tiny (e.g., 0.1%) decrease of prediction
accuracy would result in an unacceptable loss of revenue. In fact,
the entire system has been highly optimized with little redundancy
(for example, the parameters have been carefully quantized into
integers). It appears that there is very little room for improvement.

Popular model compression techniques such as downsampling [8,
30, 46] and hashing [12, 27, 33, 34, 57] turn out to be less effective
for training commercial CTR models with training data which are
extremely high-dimensional (e.g., hundreds of billions of features)
and extremely sparse (e.g., with only several hundred of non-zero
entries in each feature). Common arguments seen in research pa-
pers, such as “reducing the training cost by half with only a 0.3%
loss of accuracy”, no longer work in this industry. On the other
hand, training DNN CTR models is a daily routine work at Baidu.
Engineers and data scientists have to experiment with many dif-
ferent models/features/strategies/parameters and have to train and
re-train CTR models very frequently. The cost of hardware (such as
MPI clusters) and energy consumption can be highly prohibitive.

To tackle these challenges, we present AlBox, a novel centralized
system to train this huge machine learning model on a single node
efficiently. AIBox employs emerging hardware, SSDs (solid-state
drives) and GPUs, to store the large number of parameters and to ac-
celerate the heavy neural network training computations. As a cen-
tralized system, AIBox directly eliminates those drawbacks caused
by network communications in distributed systems. In addition,
the single node AIBox has orders of magnitudes fewer hardware
failures comparing with thousands of nodes in a large computing
cluster [49]. Furthermore, synchronization costs in a single node
are significantly reduced because only in-memory locks and GPU
on-chip communications are required. There is no data transferring
through network compared with distributed environments.

Nonetheless, there are two major challenges in the design of
ATBox. The first challenge is to store the 10TB-scale model parame-
ters on a single node. The memory price hikes when the capacity
reaches more than 1 TB. It is not scalable when the model becomes
larger in the future and is not practical in mass production for real-
world applications. Due to the high cost, we cannot store the entire
10TB parameters in the main memory. The emerging Non-Volatile
Memory express (NVMe) SSDs on PCle buses have more than 50X
lower latency than hard drives [60]. We leverage SSDs as a sec-
ondary storage to save the parameters. However, SSDs have two
drawbacks. First, in terms of latency, SSDs are still two orders of
magnitude slower than the main memory, resulting in slow access
and update of parameters in the training process. The other down-
side of SSDs is that storage cells in SSDs only last several thousand
write cycles. Thus, we have to maintain an effective in-memory
cache to hide SSD latencies and reduce disk writings to SSDs.

The second challenge is to employ multiple GPUs on one single
node to accelerate the training computation. Recently, the single-
precision performance of Nvidia Tesla V100 with 32 GB High-
Bandwidth Memory (HBM) [28] achieves 15.7 TFLOPS that is 47X
faster than a top-end server CPU Node (Intel Xeon series) on deep
learning inference [38]. This provides unique opportunities to de-
sign a multi-GPU computing node that has comparable computation
performance to a cluster. However, current off-the-shelf GPUs do
not have TB-scale HBM. We cannot keep the entire CTR prediction
neural network in the GPU HBMs. In this work, we propose a novel
method (Section 2) to partition the neural network into two parts.
The first part is memory-intensive and is trained on CPU. The other
part of the network is computation-intensive while having a lim-
ited number of input features. We train it on GPU. Training data
and model parameters are transferred between the main memory
and the HBM of multi-GPUs. However, communications between
the main memory and the GPU HBM are limited by the PCle bus
bandwidth. The high GPU numerical computation performance is
blocked when the communication bandwidth becomes the bottle-
neck. The emerging NVLink [21] and NVSwitch [44] techniques
enable direct GPU-to-GPU communication without involving PCle
buses. We employ NVLink and design an in-HBM parameter server
to reduce GPU data transfers.

In summary, the main contributions of this work are:

e We introduce AIBox, a single node accelerated by SSDs and
GPUs, to train CTR prediction model with 10TB parame-
ters. The single node design paradigm eliminates expensive
network communication and synchronization costs of dis-
tributed systems. As far as we know, AIBox is the first cen-
tralized system designed for real-world machine learning
applications at this large scale.

e We show a novel method that partitions the large CTR pre-
diction model into two parts. After the partition, we are able
to keep the memory-intensive training part on CPU and
utilize memory-limited GPUs for the computation-intensive
part to accelerate the training.

e We propose Sparse Table to reduce SSD I/O latency by stor-
ing model parameters on SSDs and leveraging memory as a
fast cache. Moreover, we implement a 3-stage pipeline that
overlaps the execution of the network, Sparse Table and
CPU-GPU learning stages.

e We conduct extensive experiments to evaluate the proposed
system by comparing it against the distributed cluster so-
lution with 75 nodes on real-world CTR prediction data
consisting of 10 PB examples. It shows the effectiveness of
AIBox—AIBox has comparable training performance with
the cluster solution, while it only requires less than 1/10 of
the cost that we pay for the cluster.

The rest of this paper is organized as follows. Section 2 presents
our CTR prediction neural network model. In Section 3, we intro-
duce the high-level design of AIBox. We investigate the challenges
for the large model storage on Sparse Table and propose solutions
that employ a bi-level cache management system over SSDs in
Section 4. Experimental results are shown in Section 5. Section 6
discusses the related work, and Section 7 concludes the paper.
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Figure 1: The overview of the designed CTR prediction neu-
ral network model. The nodes at the input layer of the em-
bedding learning represent the high-dimensional sparse fea-
tures. The nodes without incoming arrows at the concate-
nate layer of the joint learning are the dense personalized
input features (in addition to the embeddings).

2 CTR PREDICTION NEURAL NETWORK

The industrial deep networks are designed and trained with massive-
scale data examples to help predict the CTR of an advertisement
accurately, quickly, and reliably. Features in Baidu’s CTR prediction
models are typically extremely sparse features (e.g., hundreds or
even thousands of billions of features), with only a very small num-
ber (e.g., several hundreds) of non-zero values per vector. This huge
DNN model has parameters of size exceeding 10TB, after storing
only the nonzero parameters with careful quantization. Because of
the limited HBM capacity of GPUs, it is clearly impractical to keep
the 10TB parameters of the entire model in the HBM of GPUs.

In this paper, we present the two-module architecture for train-
ing huge DNN CTR models on CPUs+GPUs. The first module fo-
cuses on the embedding learning with high-dimensional & sparse
features and the second module is for joint learning with dense
features resulted from the first module. The embedding learning
is processed on CPUs to help learn low dimensional dense embed-
ding representations. Since the memory-intensive issue of the 10TB
parameters makes it impossible to maintain the entire model in
memory during training, we leverage SSDs to store model parame-
ters. The parameters can be rapidly accessed from SSDs to CPUs.
By transferring the learned embedding vectors from CPUs to GPUs,
the computation-intensive joint learning module can make full use
of the powerful GPUs for CTR prediction. In the joint learning mod-
ule, several fully connected neural networks are modeled by taking
the embeddings as inputs. The last layers of these neural networks
are concatenated together for the final CTR prediction. Figure 1

shows the overview of the designed CTR neural network model.
We introduce the details of the model in the following subsections.

For ease of discussion, in the rest of the paper, we will use 1012
(hundred billions) as the dimensionality of the extremely sparse
features in CTR models. Readers should keep in mind that the actual
number of features in production system could well exceed 1012,

2.1 Embedding Learning on CPUs

The embedding learning module aims to map the high dimensional
sparse vectors (e.g., 102 dimensions) into low dimensional dense
representations. As shown in Figure 1, the embedding learning
module includes the input layer of high-dimensional sparse features
and the output embedding layer. ReLU is used as the activation
function. This module is mainly memory-intensive since the 1012
features result in 10TB-scale model parameters and it is infeasible
to load all the parameters in the main memory. In order to learn
embeddings, we store the 10TB parameters into SSDs. Due to the
efficient access speed between SSDs and CPUs, we can easily load
parameters from SSDs and learn embeddings on CPUs.

2.2 Joint Learning on GPUs

After we compute the embeddings on CPUs for high dimensional
sparse features, we transfer the embeddings from CPUs to GPUs for
the CTR prediction process. The input of the joint learning consists
of the dense personalized features and the learned embeddings. The
personalized features are usually drawn from a variety of sources,
including the text of the ad creative, the user personalized behaviors,
and various ad-related metadata. If we directly concatenate these
features and feed them into neural networks, important information
from the personalized features may not be fully explored, resulting
in inaccurate CTR prediction results. Therefore, we design several
deep neural networks and jointly learn meaningful representations
for the final CTR prediction. As shown in Figure 1, the joint learning
module contains several (two in the figure) deep neural networks.
Each network concatenates the learned embeddings and one kind of
personalized information together as the input layer. Then several
fully connected layers are applied to help capture the interaction
of features in an automatic manner. The last hidden layers of these
networks are combined for the softmax layer and the output layer
of the CTR prediction. We use the negative log-likelihood as the
objective function:

L-_L D (ylogp() + (1-y)log(1 - p(x))) (1)

ISl (xy)es

Here S is the training set and |S]| is the size of training examples.
x represents the input features of our CTR prediction model and
y € {0, 1} is the label indicating whether the ad is clicked or not
by a user. p(x) is the output after the softmax layer, denoting the
predicted probability of the data example being clicked.

In order to effectively learn from the previous neural networks,
the representations are extracted from the first and the last hidden
layers and then concatenated with the input layer of the current
neural network for joint learning. Specifically, the first hidden layer
represents a low-level feature learning and extracts the most related
information from the input layer. The last hidden layer shows a
high-level feature learning and detects the most abstract but helpful
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Figure 2: The architecture of AIBox.

information for the final CTR prediction. We incorporate the most
meaningful low-level and the most powerful high-level information
from previous networks for a more accurate CTR prediction result.

This module is mainly computation-intensive since there are mul-
tiple neural networks. We train this module on GPUs for speed-up.
After one or several rounds of joint learning are done, backpropa-
gation is used to first update the neural network parameters and
transferred embeddings on GPUs. Then the updated embeddings
are returned to update the model parameters on CPUs. In this way,
the two modules work together for the CTR model training.

3 AIBOX SYSTEM OVERVIEW

In this section, we present the AIBox system overview and describe
its main modules from a high-level view. Figure 2 depicts the ar-
chitecture of AIBox. It contains three components, CPU module,
Sparse Table module and GPU module.

CPU module for coordination and embedding learning: The CPU
module coordinates the entire training workflow. First, it reads the
training examples from a distributed file system (e.g., HDFS [7])
through high-speed network and constructs mini-batches for the
following parallel processing. We call the mini-batches a pass. Then
the CPU module computes the feature embedding of the mini-
batches by interacting with the Sparse Table module to obtain the
referenced parameters. After that, the embeddings are transferred
to GPUs for the joint learning part of the neural network. Upon
completion of the joint learning on GPUs, backpropagated gradients
of the joint neural network inside the GPU module are returned to
the CPU module. It updates parameters on the CPU side through the
push operation of Sparse Table. In addition to the main workflow,
the CPU module periodically saves the current training snapshots
as checkpoints to the distributed file system for job failure recovery.

Sparse Table: The Sparse Table is a key-value storage system
that stores values (e.g., model weights and click information) of
10'2 discrete features on SSDs. These features consume more than
10TB space. A key hash index of the feature-to-file mapping locates
in the memory for the key look-up. Although SSDs have much
lower latency than hard drives, they still cannot catch-up with the
nano-second level memory latency. To deal with this critical issue,
we design an explicit in-memory cache strategy for SSD accesses
to hide the latency. Meanwhile, the cache also acts as a buffer that
avoids frequent writings to SSDs (Section 4).

GPU module for joint learning: The GPU module receives sparse
embeddings transferred from the CPU module and stores them in
the HBMs. Then the embeddings are fed to the dense joint learn-
ing network. The embedding transferring through PCI-E bus and
the joint learning computation on GPU cores are overlapped. We
create a separate CUDA stream [43] for data transferring and an-
other CUDA stream for learning computations. GPU HBMs act as
an on-chip parameter server. The parameters of the dense neural
network are replicated across all GPUs and stored in the on-chip
GPU HBM. For each pass of mini-batches, each GPU computes the
new parameters according to its local copy. After that, all GPUs
in the AIBox perform collective communications to synchronize
parameters via NVLink high-speed interconnections.

Network | RE, | RE, | RE, | RE, | RE, | RE, | -

SSD ‘ ST, \ ST, \ ST, \ ST, ‘

JL, JL,

EL,

CPU + GPU | EL,

»Time
RE - Read Examples
EL - Embedding Learning

ST - Sparse Table
JL - Joint Learning

Figure 3: The 3-stage pipeline that overlaps executions on
network, SSDs and neural network training (CPUs + GPUs).

3-stage pipeline: The training workflow mainly involves 3 time-
consuming tasks: training example reading, sparse table operators
and neural network training (embedding learning + joint learning).
The 3 tasks correspond to independent hardware resources: net-
work, SSDs and CPUs + GPUs, respectively. As shown in Figure 3,
we build a 3-stage pipeline to hide the latency of those tasks and
maintain a prefetch queue for each stage. Moreover, the prefetching
also hides the communication time between stages. For each stage,
we create a worker thread that takes jobs from the prefetch queue
and feed the corresponding resource. Then the processed results
are pushed into the prefetch queue of the next stage. The thread
for each stage stalls when the prefetch queue of the next stage is
full, i.e., the next stage has already gotten too many unprocessed
jobs. The capacity of the prefetch queue is preset according to the
execution time of each stage. For the RE stage in Figure 3, we do



not have any execution dependency. Therefore, we extract exam-
ples from the distributed file system through network until we
have enough unprocessed examples in the queue for ST. The ST
stage only depends on the RE—the dependency on EL and JL are
eliminated by our cache management system. The ST stage loads
referenced parameters in RE from SSDs. Since it is sufficiently large
for our cache memory to cache the parameters referenced in the
past several passes, we do not need to wait for the completion of EL
and JL. We only have to ensure that the loaded parameters cannot
be removed from the cache before they are consumed by the EL +
JL stage of the corresponding pass. The EL computation depends on
the ST stage because we can only start to compute the embedding
after we load the parameters into the memory. And the JL training
has to wait for the embeddings computed from the EL part. Due
to the data dependency, JL and EL are in one pipeline. AIBox with
multiple high-end GPUs has a comparable computation power as a
distributed cluster with dozens of CPU-only nodes. We can achieve
similar execution time for the training of the neural network model.
Besides, RE is the simplest and fastest stage. Its latency is hidden
in the pipeline. However, comparing with the distributed cluster
solution having all the parameters in memory, the Sparse Table
operations interacting with SSDs are purely overhead. We are re-
quired to optimize ST aggressively to ensure that ST is faster than
EL + JL. In this case, the latency of ST is hidden in the pipeline so
that we can have a comparable training speed. Therefore, we focus
on the design details of the Sparse Table in the following paper.

4 SPARSE TABLE

The Sparse Table aims to store model parameters on SSDs efficiently.
It leverages the memory as a fast cache for SSDs while reducing
SSD 1/O and providing low-latency SSD accesses. It consists of two
major components, key hash index and bi-level cache management.

4.1 Key Hash Index

In order to access the parameter file on SSD by feature keys, we
have to store 10'? key-to-file mappings for the 10! parameters
in the CTR prediction model. Storing each key-to-file mapping as
a 64-bit value pair in the memory requires 1.6 TB = (8 Bytes key
+ 8 Bytes offset on SSD) x 102, which exceeds the 1 TB memory
budget. We have to carefully design the key hash index and the file
structures on SSDs to reduce the memory footprint.

We introduce a grouping function that maps a key to a group id
such that each group contains m keys in expectation, i.e., group(key)
— {0,1,--- ,lOlz/m — 1}. Here 1012 keys are partitioned into
10'2/m groups. After grouping the keys, we are able to keep the
group-to-file mappings in the memory as the memory consumption
is only 1/m of the original key-to-file mapping. Since the keys are
continuous from 1 to 10'2, the group function can be easily ob-
tained by uniformly partitioning the key space, e.g., group(key) —
key mod 102 /m. We set m = | BLOCK/(8 + sizeof{value))], where
BLOCK is the I/O unit of SSD and it is determined by the SSD
block size (usually 4096), 8 represents the bytes a key occupies, and
sizeof{ value) is the value (model parameters) size in bytes and it is
around 50 bytes in our CTR prediction model. m should never be
set to a value that is less than | BLOCK/(8 + sizeof{ value))], since an
SSD access has to fetch BLOCK Bytes from the disk. It is suboptimal

to have a too small m. On the other hand, the greater the m we
choose, the smaller the key hash index memory footprint is. How-
ever, a large m leads to a large group as we have to fetch multiple
pages from SSDs to get one group. Therefore, the m value we set is
optimal when the group-to-file mapping occupies acceptable space
in the memory. It is true when the block size is much larger than
the size of the value.

As a trade-off of the memory footprint, the disadvantage of the
grouping strategy is that values in the same group are fetched
from the disk, even though they are not referenced in the cur-
rent mini-batch—I/O bandwidth is wasted. One possible optimiza-
tion is to group features with high co-occurrence together, e.g.,
pre-train a learned hash function [26] to maximize the feature co-
occurrence. This belongs to another research area of vertical parti-
tioning [42, 63], which is beyond the scope of this paper. Besides,
this disadvantage is reduced by the cache management component
where we skip the group reading from the disk for cached keys.

4.2 Bi-level Cache Management

The cache management design is guided by the following two
challenges: access performance and lifespan of SSDs.

First, the memory access latency is in the order of nano-second
while SSD takes microseconds to peek the data because SSD is
about 1,000 times slower than memory. However, the parameters
in CTR are so sparse and skewed that less than 1% of parameters
are referenced in one pass of mini-batches. It provides us with an
opportunity to build an in-memory cache system that keeps the
frequently used “hot parameters” in the limited memory budget.

The second challenge is that the physical property of SSDs only
allows thousands of writes to each storage cell. Parameters are
updated in every iteration of the training. It would significantly
shorten the SSD lifespan if the parameters are promptly updated.
The cache management also acts as a parameter buffer. Buffered
parameters are updated in memory without involving SSD I/O.
They are materialized to SSDs lazily when the buffer reaches its
capacity and the cache replacement policy swaps it out of the cache.
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Figure 4: The architecture of the bi-level cache management.
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We propose a bi-level cache management to tackle these chal-
lenges (Figure 4). Comparing with classic hash tables that handle
conflicts by chaining with linked lists, our system has an additional
hashing level before the chaining. Moreover, we introduce two sep-
arate linked lists for the chaining to optimize the cache probing
performance. We also attach a Bloom filter for each SSD file to
reduce unnecessary SSD readings. A worker thread runs in the
background to maintain the cache policy, i.e., performing cache
replacement and writing updated parameters back onto SSDs.



The first level, Level 1 in Figure 4, hashes the key group id to a
cache slot s;—s; = hash;(g_id), where g_id is the group id computed
in the key grouping (g_id = group(key)). Each s; has a pointer to
a file in the SSD that stores the serialized model parameters of
all processed keys with hashi(g_id) = s;. Because of the extreme
sparsity of our model, many parameters are not touched in the early
stage of the training. It is inefficient to initialize all the parameters
with the default value and save them onto SSDs. For the first time
a key is referenced, we have to read a block of data from SSDs and
it only returns us the default value. With 102 parameters in our
model, it may generate 10'? unnecessary SSD readings. Therefore,
we perform a lazy parameter initialization, i.e., we do not materialize
a parameter until it is referenced by a mini-batch. Besides, we
attach a Bloom filter [9, 41] for each materialized file to filter out
unnecessary disk readings. Bloom filter is a low-memory-footprint
probabilistic data structure that is used to test whether an element
exists in a set. It guarantees there are no false negatives as the tested
element is definitely not a member of the set when the Bloom filter
returns false. In addition, querying Bloom filter is fast and memory-
bandwidth-efficient. Only a constant number of bits are accessed.
The overhead introduced by the Bloom filter is ignorable comparing
with the SSD reading cost. Since we skip probing the SSD file when
the Bloom filter returns false, a Bloom filter presumably reduces
the number of potential key misses in the SSD files.

The hash code in the second level (Level 2 in Figure 4) is com-
puted by hashy(g_id, bucket), where bucket is a tunable parameter
that controls the number of bucket in each cache slot s;. We in-
troduce the second level hashing to shorten the chaining length
of linked lists. Probing over linked lists requires iterating through
the linked list until we find the probing key. It may take the length
of the linked list steps in the worst case, while other hash table
operations only take constant time. Therefore, iterating through the
linked list is the most time-consuming step in hash table probing.
The second level hashing separates a long chaining linked list of s;
into multiple buckets with short linked lists to reduce the inefficient
iterating. The parameter bucket trades off space for the efficient
probing. The larger the bucket is, the shorter the linked lists we
have in expectation.

For all the key-value pairs hashed to the same bucket in the
second level, we construct two separate linked lists, Least Recent
Used [45] (LRU) list and Least Frequently Used [53] (LFU) list, to
cache those pairs in the memory (Separate chaining in Figure 4).
The LRU list stores parameters that are used in the current pass
of mini-batches. It keeps the recently used key-value pair in the
front of the linked list so that it reduces the iterating steps over the
linked list to locate the data. On the other side, the LFU list acts as a
buffer that contains the candidates for cache replacement. The most
frequently used values locate at the head of the linked list so that
they can be accessed efficiently. While the least frequently used
values are flushed into SSDs and removed from the cache memory.
A worker thread running in the background periodically moves
the data not in the current pass of mini-batches from the LRU list
to the LFU list. The chaining incurs many small linked list node
allocations and deallocations. We maintain a memory pool that
employs the Slab memory allocation mechanism [6] to manage the
creations and deletions of nodes in linked lists.

4.3 Sparse Table Operators

v

’ Create a default node
]

’ Move the node to LRU head ‘

Figure 5: The workflow of the Sparse Table pull operator.

The pull operator of Sparse Table takes a collection of keys that
are referenced in a current pass as input and loads the values of
these keys into the memory. Figure 5 illustrates the workflow as
follows. First, we locate cache slots s; in the first level of the bi-level
cache management by group ids. The group ids are computed from
the key grouping hash function. Then, we query the Bloom filter of
each located cache slot to test whether those referenced keys may
exist (a key does not exist when it is referenced the first time). For
each key that fails to pass the Bloom filter, we create a linked list
node with default values in the memory and insert the key into the
Bloom filter. For the keys that pass the Bloom filter (they may exist
in the cache or SSD files), we locate the corresponding cache buckets
bi,j on the second layer by their keys and group ids, and iterate
through the two linked lists (LRU and LFU) to find the referenced
keys. It is a cache-hit when the keys are found in the linked lists
since we do not need to visit the SSDs. On the other hand, we have
to read the files on SSDs for the keys that are not located in the
linked lists. With a low probability that is theoretically guaranteed
by the Bloom filter, the referenced keys are not found in the files.
We create a default node and update the corresponding Bloom filter
for each unfound key as what we do for the keys that fail to pass
the Bloom filter. Finally, we move the located/created linked list
nodes to the heads of the LRU list. After the pull operation, the
parameters of all the referenced keys are stored in the memory
cache and they are ready to use.

The push operator of Sparse Table updates model parameters by
a given collection of keys. The update increments the referenced
parameters by a combined value with the learning rate and the
backpropagated gradients. Our workflow (Section 3) ensures that
all parameters of the given keys have already been loaded into the
memory by the pull operator with the same keys. Therefore, we
can locate the values of those parameters through the bi-level cache
management and increment them efficiently without involving data
writing onto SSDs. The disk writing is deferred until the updated
cache nodes are removed from the cache memory. When the cache
memory budget is full, i.e., the length of an LFU list is larger than
a pre-set threshold MAX_LFU, we remove the last FLUSH_STEP
nodes from the LFU list, where FLUSH_STEP is a tunable constant.
Since nodes are sorted by descending frequency in the LFU list,



the last FLUSH_STEP nodes have the least usage frequency. The
removed parameters have to be flushed to SSDs because they are
updated by the past push operations. We locate the files that con-
tain the removed keys by the first level in the cache management
component, read them from SSDs and merge them with the updated
values into new files.

4.4 File Management

The push Sparse Table operator keeps creating small files on SSDs
while native file systems on modern operating systems, e.g., ext4 [39]
and XFS [54], are not designed for handling many small files. The
large number of file metadata overwhelms those file systems.

We design a specific light-weight file management system for
this task by taking advantage of the fact that small-file creations
always come in batches. Having the similar design as key grouping,
we group F small files into a large file to create fewer files. In addi-
tion, it fully utilizes the disk bandwidth when grouping a batch of
independent small-file disk writing into a sequential writing. For
each small file, its offset in the large file is saved. The combination
of the offset and the name of the large file acts as the “file name”
of the small file. This combination is maintained in the cache slot
on the first layer of the cache management system. It is updated
when we flush the updates onto SSDs. After we create more and
more new files, some old files that are not referenced by any cache
slots are out-dated. We maintain a reference counter for each large
file in the memory. The counter decreases when a “small file” in
it is updated and references to a new file. We delete the large file
as soon as its counter reaches zero. Moreover, we monitor the disk
usage periodically. We merge the files with low reference count
and delete them when the disk usage is higher than the model
size MAX_REPLICATION times. Here MAX_REPLICATION is com-
puted by SSD capacity+ (85% + overprovisioning)/ model size, where
overprovisioning is a reserved storage space for SSDs specified by
manufacturers. In order to maximize SSD lifespans, SSD controllers
employ wear leveling algorithms [11] that require free spaces to
distribute disk writings. The performance of SSDs drops when there
are less than 85% free space [2].

5 EXPERIMENTS

The objective of the experimental evaluation is to investigate the
overall performance, as well as the impact of optimizations, of the
proposed system. Specifically, we target at answering the following
questions in the experiments:

e How does AIBox perform when comparing with the MPI
cluster solution?

e What latency is introduced by the Sparse Table operations?

o Does the 3-stage pipeline hide this latency?

o What is the effect of the proposed bi-level cache management
on execution time?

We conduct experiments on an AIBox with 8 cutting-edge GPUs.
It has server-grade CPUs, 1 TB of memory, and a RAID 0 with NVMe
SSDs. For training the baseline models, the nodes in the MPI cluster
are maintained in the same data center and are inter-connected
through a high-speed Ethernet switch. CPUs in the MPI cluster
have similar performance specifications as the CPUs of AlBox.

Relative Excecution Time

For the training data of the CTR model, we collect user click
history ads logs from Baidu’s search engine. The size of the training
data is about 10 PB. The average number of non-zero features of
each example is about 500. The trained CTR model is evaluated
over the production environment of our search engine in an A/B
testing manner.

5.1 Performance Evaluation

We evaluate the performance of the proposed AIBox on the training
time and the prediction quality. We take an MPI cluster training
framework on 75 computing nodes as the baseline. The baseline
solution maintains a distributed parameter server that keeps the
entire 10-TB model in the memory across all the nodes.
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Figure 6: Comparison of AIBox and a 75-node cluster, in
terms of their relative performances, i.e., AIBox/MPI: (a)
Training time, (b) CTR prediction AUC.

Figure 6a depicts the cumulative execution time of AIBox relative
to the cluster baseline. The training involves about 300 passes of
mini-batches. The execution of AIBox in the first pass is slow (267%
of the cluster), because the parallelism of our 3-stage pipeline is not
involved in the first pass—the execution is sequential. After 2 passes,
the pipelines of all the 3 stages are filled. As a result, we can observe
that the execution time is reduced significantly after the first several
passes. The fluctuation of the relative cumulative time is caused
by the different training batch sizes of AIBox and cluster solution.
In our legacy cluster-based CTR prediction training framework,
passes are obtained by slicing data on timestamps. Since there are
more queries in working hours, the amount of search data is not
uniformly distributed in one day and the number of examples in a
pass varies a lot in the cluster solution. On the other hand, AIBox
uniformly partitions the training data into passes of min-batch to
make the processing pipeline-friendly. The relative cumulative time
across passes is normalized based on the data of each pass. In the
figure, we show the relative execution time of processing the same
number of training examples. Comparing with 75 nodes, AIBox
completes the training within a comparable time frame—25% more
than the cluster solution. However, the hardware and maintenance
cost of AIBox is less than 10% of the cluster cost.

For the prediction quality evaluation, we use the Area Under the
Curve [25] (AUC) to measure the quality of the models. Figure 6b
shows the AUC of AIBox relative to the cluster. The AUCs of both
trained models are tested online for 10 days in the real sponsored
search production environment. Since the CTR prediction accuracy
is crucial to the revenue, we have to ensure the optimization on Al-
Box does not lose accuracy. We observe in Figure 6b that AIBox has
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Figure 7: (a) Cache and SSD accesses, (b) Cache hit ratio, and (c) Bloom filter pruning times.

even slightly better AUC than the cluster. This could be just due to
the inherent randomness in the experiments, but it might also true
in general that AIBox may produce slightly more accurate models. A
plausible reason is that the model training on a single node relies on
fewer stale parameters than the case on the distributed parameter
server. The single-node design of AIBox synchronizes the param-
eters more frequently by performing a collective communication
across GPUs at the end of every pass.

5.2 Optimization Effects

In this subsection, we investigate the effects of the proposed opti-
mizations: 3-stage pipeline and bi-level cache management.

Stage Avg time STD DEV
RE 65% 14%
ST 78% 15%
EL+JL  92%(66% + 26%) 11%(8% + 3%)

Table 1: Relative execution time of each stage in the pipeline.
100% is the average time of training a pass of mini-batch.

We first analyze the proposed pipeline. Table 1 presents the
relative execution time of each stage in the pipeline. 100% corre-
sponds to the AIBox’s average execution time of training one pass
of mini-batch. The stage EL + JL takes 92% time of a pass. It domi-
nates the entire pipeline training time. The rest 8% time out of the
pipeline is the memory communication and processing overhead.
The latencies of RE (65%) and ST (78%) stages are hidden in the
pipeline.

Then we evaluate the bi-level cache management. Figure 7a
illustrates the number of access counts on cache and SSD, and
the cache hit rate is shown in Figure 7b. SSD access count drops
after several passes because the “hot parameters” are identified and
stored in the LFU list in the cache. The cache hit rate goes to about
80% at the 100" pass and then converges to about 85%. It confirms
that the proposed bi-level cache management significantly reduces
SSD I/Os.

We finally investigate the Bloom filter pruning. The Bloom fil-
ter in our cache system aims at reducing unnecessary SSD read-
ings. Figure 7c demonstrates the Bloom filter pruning times in the
cache management. We skip the SSD probing when the Bloom
filter returns false. As illustrated in the figure, after 50 passes of

(b)

(©

mini-batches, the Bloom filter prunes out more than 1 million SSD
readings per pass. The number of Bloom filter pruning remains
around 4 million after 150 passes of mini-batches. The Bloom filter
helps us eliminate millions of SSD readings per pass.

5.3 Discussion

Based on the results presented above, we can answer the questions
driving the experimental evaluation. AIBox has comparable train-
ing time (125%) with the 75-node MPI cluster solution while only
costs less than 10%. Furthermore, the AUC of the model trained
by AlIBox is even slightly better possibly because more parameter
synchronizations are performed in the single-node architecture of
AlBox than the distributed parameter server in the cluster solution.
The neural network training of EL + JL dominates the execution
time of the pipeline so that the latency of the Sparse Table opera-
tions is hidden in the 3-stage pipeline. Besides, the proposed bi-level
cache management also avoids the bottleneck of the Sparse Table
operations. By identifying the“hot parameters” and keeping them
in the memory, the average cache hit rate is about 80% with our
cache policy.

6 RELATED WORK

In this section, we discuss relevant work including CTR prediction
models, in-memory cache management systems, and key-value
stores on SSDs.

C1R prediction model: Inspired by the success of deep neural
networks in computer vision [29] and natural language process-
ing [5], many deep learning methods [13, 15, 35, 59, 61, 66] are
proposed to deal with the large-scale sparse features for CTR. For
example, Deep Crossing [50], Wide&Deep Learning [13], YouTube
Recommendation CTR model [15] and Deep Interest Network (DIN)
[66] are introduced as a class of deep neural networks with sev-
eral hidden layers. These models first employ an embedding layer
to learn low-dimensional dense representations from the sparse
inputs and then impose specially designed fully connected layers
to capture the latent interactions among features. Product-based
Neural Network (PNN) [47] uses a product layer on top of the em-
bedding layer to capture high-order feature interactions. DeepFM
[23] and xDeepFM [35] considers factorization machines (FM) to
model both low-order and high-order feature interactions for better
CTR performance. Overall, all of these models combine an embed-
ding layer and several fully connected layers to learn meaningful
representations for CTR prediction. They greatly reduce the feature



engineering jobs and enhance the mode capability. In this paper, we
follow this kind of model structure to design AIBox. Furthermore,
in order to employ GPUs to accelerate the training, we partition our
model into two parts, the memory-intensive embedding learning
on CPU and the computation-intensive joint learning on GPU.

In-memory cache management: Many caching policies have been
developed for storage systems, such as the LRU-K [45], DBMIN [14],
LRFU [31], and Semantic Caching [16]. These algorithms evict cache
according to a combined weight of recently used time-stamp and
frequency. In the web context, there is extensive work developed
for variable-size objects. Some of the most well-known algorithms
include Lowest-Latency-First [58], LRU-Threshold [1], and Greedy-
Dual-Size [10]. Different from our caching problem, the size of
parameters in our CTR prediction model is fixed and there is a clear
access pattern during the training, i.e., some parameters are fre-
quently referenced. It is effective to keep those “hot parameters” in
the cache by applying an LFU eviction policy. While our additional
LRU linked list maintains the parameters referenced in the current
pass to accelerate the hash table probing.

Key-value store for SSDs: There is a significant amount of work
on key-value stores for SSD devices. The major designs [4, 36]
follow the paradigm that maintains an in-memory hash table and
constructs an append-only LSM-tree-like data structure on the SSD
for updates. FlashStore [17] optimizes the hash function for the
in-memory index to compact key memory footprints. SkimpyS-
tash [18] moves the key-value pointers in the hash table onto the
SSD. BufferHash [3] builds multiple hash tables with Bloom filters
for hash table selection. WiscKey [37] separates keys and values
to minimize read/write amplifications. Our Sparse Table design
follows the mainstream paradigm, while it is specialized for our
training problem. We do not need to confront the challenges to store
general keys and values. One reason is that the keys we store are the
index of parameters that distributes uniformly. It is unnecessary to
employ any sophisticated hashing functions. In addition, the values
have a known fixed length and the serialized bucket on SSD exactly
fits in a physical SSD block. In this way, the I/O amplification is
minimized. Instead of tackling general key-value store challenges,
our Sparse Table maintains a bi-level hashing mechanism so that it
is more cache-friendly.

7 CONCLUDING REMARKS

Since 2013, Baidu Search Ads (a.k.a. “Phoenix Nest”) has been using
deep learning CTR models as the standard production tool [20].
While in a way, building CTR models appear to be a matured tech-
nology, there are still many possible directions for improving indus-
trial CTR models. One exciting direction is to integrate approximate
near neighbor (ANN) search and maximum inner product search
(MIPS) technique into the pipeline of sponsored ads production sys-
tem [20]. This paper is about another fascinating direction: moving
the CTR model training from CPUs to GPUs.

In this paper, we introduce AIBox that is capable of training a
CTR prediction model with over 10TB parameters on a single node
with SSDs and GPUs. We show a novel method that partitions the
large CTR prediction model into two parts. With the neural network
partitioning, we keep the memory-intensive training part on CPUs
and utilize memory-limited GPUs for the computation-intensive

part to accelerate the training. In addition, we propose Sparse Table
to store model parameters on SSDs. In order to reduce SSD I/O
latency, we leverage memory as a fast cache. Furthermore, a 3-stage
pipeline that overlaps the execution of network, Sparse Table and
the CPU-GPU learning is implemented to hide the latency of Sparse
Table operations. We evaluate AIBox by comparing it against the
standard MPI distributed cluster solution using production data.
The results reveal the effectiveness of AIBox in that it achieves sub-
stantially better price-performance ratio than the cluster solution
while preserving a comparable training speed.
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