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Abstract

The problem of video classification is inherently sequential
and multimodal, and deep neural models hence need to cap-
ture and aggregate the most pertinent signals for a given in-
put video. We propose Keyless Attention as an elegant and
efficient means to more effectively account for the sequential
nature of the data. Moreover, comparing a variety of mul-
timodal fusion methods, we find that Multimodal Keyless
Attention Fusion is the most successful at discerning inter-
actions between modalities. We experiment on four highly
heterogeneous datasets, UCF101, ActivityNet, Kinetics, and
YouTube-8M to validate our conclusion, and show that our
approach achieves highly competitive results. Especially on
large-scale data, our method has great advantages in effi-
ciency and performance. Most remarkably, our best single
model can achieve 77.0% in terms of the top-1 accuracy and
93.2% in terms of the top-5 accuracy on the Kinetics vali-
dation set, and achieve 82.2% in terms of GAP@20 on the
official YouTube-8M test set.

Introduction
Video understanding is one of the most natural fundamen-
tal human abilities. From an early age, infants begin to rec-
ognize and understand events based on static imagery, mo-
tion, as well as sound. Although video classification is a very
active research area in computer vision as well as machine
learning, the current state-of-the-art remains subpar in com-
parison with human performance.

Unlike image classification, which takes still pictures as
input, video classification is inherently multimodal, and thus
image, motion, as well as sound cues may be necessary to
make a comprehensive judgment. For instance, two musi-
cal instruments may be difficult to distinguish based on their
mere appearance in a video, but might produce rather dis-
tinct sounds. In this case, acoustic features can greatly im-
prove the accuracy of a video classification model.

As in other areas of computer vision, approaches based on
deep convolutional neural networks (CNNs) have achieved
state-of-the-art results. However, the improvements brought
by CNNs, given their focus on local patterns, have not been
as pronounced as for images. Due to the temporal sequential
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Figure 1: Examples of attention weights and corresponding
temporal segments, where different modalities may focus on
different time periods.

nature of videos, which can be very long, recurrent networks
(RNNs) may be invoked to better capture longer-range tem-
poral patterns and relationships. However, existing end-to-
end approaches are restricted to small-scale datasets. It re-
mains very difficult to combine CNN and RNN modeling
for joint end-to-end training directly on large-scale datasets
such as Kinetics and YouTube-8M.

A simpler approach to address this problem is to use a
pre-trained model, or to train single-modality CNN mod-
els separately. Multimodal features can then more easily be
extracted from a new video using the trained models. This
has several crucial advantages: first, this facilitates trans-
fer learning, such as from image classification and audio
classification to video classification, or from one dataset
to another. Additionally, the extracted features are signifi-
cantly smaller in size than the raw RGB frame and audio



data. Finally, large-scale datasets, such as YouTube-8M, of-
ten already provide pre-extracted features in advance, which
greatly facilitates and accelerates research on such data.

Generally, each feature thus extracted stems from a par-
ticular local time segment in the video. The local features in
chronological order constitute a complete feature sequence
describing the video. Based on these, we can use a recur-
rent model to predict the output class distribution. We pro-
pose Keyless Attention as an elegant and efficient attention
mechanism to achieve this more effectively and efficiently.

A second important observation is that we can represent
a video more adequately by extracting several multimodal
feature sequences. While we could rely on multiple separate
RNN models for these different feature sequences, it is non-
trivial to connect them, as one cannot simply piece together
the features or use a simple ensemble.

Figure 1 provides examples of images for different time
segments within two videos, showing how the importance
of each modality varies across time. For the top example,
during the brushing process, the image and motion is the
clearest, and the RGB and flow features are most significant.
In terms of audio, the sound of brushing is apparently insuf-
ficiently obvious, and the contribution of the audio signal is
instead greatest when washing the toothbrush. For the bot-
tom example, we encounter the greatest weight of motion
features while the person is running, whereas the greatest
weights for RGB and audio features are observed during the
jump and landing phase. Hence, we conclude that different
modalities may be pertinent at different time periods. Yet,
there are also significant correlations between image and ac-
tion (top), or image and sound (bottom), such that different
modalities cannot be considered independently. Therefore,
where and how to fuse multimodal RNN networks shall be
examined in great detail in this paper.

Overall, we can summarize the main contributions of this
paper as follows:

• We propose a simple and efficient attention mechanism
that effectively aids the training of the RNN model.

• We analyze and study a variety of fusion methods for mul-
timodal RNN-based architectures, and find that our pro-
posed attention-based fusion robustly achieves the best
results.

• We show that our proposed architecture performs ro-
bustly across four highly heterogeneous video classifica-
tion datasets, including datasets with both trimmed and
long untrimmed videos, and single-label as well as multi-
label classification settings. We achieve highly compet-
itive results on both the standard UCF-101 and Activi-
tyNet datasets, as well as the challenging new Kinetics
and YouTube-8M competitions, for which the release of
the official results is still pending.

Related Work
Video Classification
Given the success that CNNs have enjoyed for image classi-
fication (Krizhevsky, Sutskever, and Hinton 2012; Szegedy
et al. 2015; Simonyan and Zisserman 2014a; He et al. 2016),

they have also been applied to the task of video classifi-
cation (Karpathy et al. 2014; Gan et al. 2015; Simonyan
and Zisserman 2014b; Gan et al. 2016b; Tran et al. 2015;
Gan et al. 2016a; Varol, Laptev, and Schmid 2017; Car-
reira and Zisserman 2017). Initially, 2D CNNs were directly
applied to RGB frames of videos. Karpathy et al. studied
multiple approaches to extend the connectivity of a CNN
across the time dimension to take advantage of local spatio-
temporal information by pooling using single, late, early, or
slow fusion (Karpathy et al. 2014). However, simple pool-
ing does not bring significant gains compared to the single
frame baseline.

To overcome the shortcomings of 2D CNNs and better
account for spatio-temporal information, the optical flow
method (Zach, Pock, and Bischof 2007) was proposed to
consider the variation in the surrounding frames. Simonyan
et al. proposed a method that uses RGB and stacked opti-
cal flow frames as appearance and motion signals, respec-
tively (Simonyan and Zisserman 2014b). They show that the
accuracy of action recognition is significantly boosted even
by simply aggregating probability scores, which indicates
that optical flow provides high-quality motion information.
However, due to the inherent limitations of the optical flow
method, it can only capture temporally local information.

Another method to obtain motion information is C3D
(Tran et al. 2015), which is a natural extension of 2D CNNs.
C3D relies on 3D convolution kernels to capture spatio-
temporal information. Varol et al. found that expanding the
temporal length of inputs for 3D CNNs can achieve better
results and that using optical flows as inputs can outperform
RGB inputs (Varol, Laptev, and Schmid 2017). Carreira et
al. incorporated the Inception architecture (Szegedy et al.
2015) into 3D CNNs (Carreira and Zisserman 2017).

Many methods based on two-stream CNNs have been pro-
posed to improve the accuracy of action recognition. Feicht-
enhofer et al. studied a number of ways of fusing CNNs both
spatially and temporally in order to best take advantage of
this spatio-temporal information (Feichtenhofer, Pinz, and
Zisserman 2016). They also combined two-stream CNNs
with ResNets (He et al. 2016) to show that the ResNet ar-
chitecture is effective for action recognition with 2D CNNs
(Feichtenhofer, Pinz, and Wildes 2016).

CNN methods excel at capturing short-term patterns in
short, fixed-length videos, but it remains difficult to di-
rectly capture long-term interactions in long variable-length
videos. Recurrent neural networks, particularly long short-
term memory (LSTM) (Hochreiter and Schmidhuber 1997)
ones, have been considered to model long-term temporal in-
teractions in video classification. Ng et al. proposed two-
stream LSTMs for higher-accuracy video classification over
longer time periods (Ng et al. 2015). Donahue et al. devised
an end-to-end architecture based on LSTMs for video classi-
fication and captioning (Donahue et al. 2015). Srivastava et
al. first fine-tuned an LSTM in an unsupervised manner by
using an encoder LSTM to map an input sequence to a fixed-
length representation and then decoding it to reconstruct the
input sequence or to predict the future sequence (Srivas-
tava, Mansimov, and Salakhutdinov 2015). Subsequently,
they adapted this pre-trained LSTM to video classification



tasks. However, the accuracy and the training efficiency of
RNN-based methods for video classification has been unsat-
isfactory, and how to fuse multimodal RNNs has not been
studied in sufficient depth.

Attention Mechanisms
Humans recognize objects and events not by processing an
entire visual scene simultaneously, but by selectively focus-
ing on parts of the scene that provide the most pertinent in-
formation. Attention models were first proposed for object
recognition with recurrent neural networks, drawing on the
REINFORCE algorithm. In particular, Mnih et al. applied
attention to extract information from an image by adaptively
selecting a sequence of regions and sequentially considering
the selected regions at a higher resolution (Mnih et al. 2014).
Ba et al. presented an attention-based model to find the most
relevant regions for recognizing multiple objects within im-
ages (Ba, Mnih, and Kavukcuoglu 2014).

Soft attention models were proposed to cope with tasks in
natural language processing and visual captioning. In partic-
ular, Bahdanau et al. aimed at automatically capturing soft
alignments between source words and target words in ma-
chine translation (Bahdanau, Cho, and Bengio 2014).

Subsequently, this soft attention model was applied to
video classification tasks. Sharma et al. proposed a Soft-
Attention LSTM model based on multi-layered RNNs to
selectively focus on parts of the video frames and clas-
sify videos after taking a few glimpses (Sharma, Kiros, and
Salakhutdinov 2015). Li et al. proposed an end-to-end se-
quence learning model called VideoLSTM (Li et al. 2016),
which hardwires convolutions in the Soft-Attention LSTM.
It stacks another RNN for motion modeling to better guide
the attention towards the relevant spatial-temporal regions.
However, these complex attention architectures are highly
integrated with RNNs, and need to recalculate the attention
weight map at every iteration. The attention modeling thus
adds a significant burden to the computation and does not
bring sufficient improvements in accuracy.

Multimodal Representation
Video is an inherently multimodal medium, with both visual
and sound modalities. The video signal, moreover, can fur-
ther be decomposed into static frames on the one hand, and
signals capturing continuous motion on the other. Hence, us-
ing features of a single modality is clearly inadequate. In
this paper, we use the following multimodal features to more
thoroughly represent the contents of a video.

Visual Features
We rely on two kinds of visual features, RGB and flow fea-
tures. RGB features are extracted directly from RGB im-
ages, while flow features are based on optical flow images
created by stacking the two channels for the horizontal and
vertical vector fields (Simonyan and Zisserman 2014b). We
rely on deep convolution networks to extract these features.
The models are initialized with pre-trained model from Im-
ageNet and fine-tuned using the training split of the corre-
sponding target dataset based on the temporal segment net-
work framework (Wang et al. 2016a). After training, we can
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Figure 2: Our video classification model architecture based
on Keyless Attention, where the red dotted lines repre-
sent four integration points corresponding to different multi-
modal fusion methods examined in this paper. For a specific
integration point, we duplicate the network before the inte-
gration point K times for K different modalities, concate-
nate the variables at the integration point, and the network
after the integration point remains unchanged.

extract frame-level RGB and flow features for every frame
in the video.

Acoustic Features
We also use deep convolutional networks to extract acoustic
features by preprocessing the raw audio to emit a sequence
of matrices. The audio is first divided into non-overlapping
960ms frames. The frames are then decomposed with a
short-time Fourier transform every 10ms and then aggre-
gated, logarithm-transformed, into 64 mel-spaced frequency
bins following (Hershey et al. 2016). This yields log-mel
96× 64 spectrogram patches, which can be regarded as im-
ages. After obtaining spectrogram patches, we can extract
frame-level acoustic features just as for visual features.

Segment-Level Features
Despite having obtained frame-level visual and acoustic fea-
tures, we do not simply feed these into a recurrent network.
First, the number of frames in a video can range to several
thousands, which makes a direct application of LSTMs very
challenging, as even LSTMs often fail to capture particu-
larly long-range dependencies. Second, the features of suc-
cessive frames tend to be very similar, and it is not necessary
to input all of them into the network. Third, a large number
of frame-level features can require too much memory and
make the training process both slower and more difficult.

We hence use temporal adaptive pooling to obtain
segment-level features for both visual and acoustic signals.
Specifically, we use 1D adaptation max-pooling to trans-
form all the frame-level features into an equal number of
segment-level features, such that each segment-level feature
corresponds to roughly equal-length temporal segments of
the video, and each modality of a given video has the same
number of features.



Proposed Network Architecture
In this section, we describe our proposed approach of Mul-
timodal Keyless Attention Fusion for video classification.
Figure 2 illustrates the architecture of our model. We first
introduce a novel keyless attention mechanism, and then de-
scribe attention-based multimodal fusion in detail.

Keyless Attention
Our first contribution is a simple, efficient, and effective
attention mechanism for video classification. Given a se-
quence of input vectors {a1, a2, . . . , an}, which we call an-
notation vectors, this attention mechanism seeks to compute
an output vector c given by taking the expectation over the
annotation vectors:

c =

n∑
i=1

λiai (1)

The weight of each ai is computed by:

ei = wTai (2)

λi =
exp(ei)∑n
j=1 exp(ej)

(3)

wherew is a learnable parameter of the same dimensionality
as the annotation vectors. For convenience, we denote the
keyless attention model’s output as c = KeylessAtt({ai}).

Existing soft attention mechanisms (Bahdanau, Cho, and
Bengio 2014) compute the weight not only based on the an-
notation vectors, but rely on an additional input, such as the
previous hidden state vector of the LSTM, or a vector repre-
senting some target entity (Wang et al. 2016b). We refer to
such vectors as key vectors, because soft attention essentially
seeks to find the most related weighted average of annota-
tions according to this key vector, and different key vectors
will result in different weighted averages. Unlike soft atten-
tion mechanisms, the weights in our approach only depend
on the annotations (which will be the outputs of the bidirec-
tional LSTM in this paper). Because our attention mecha-
nism does not rely on key vectors as input, we refer to it as
Keyless Attention.

Therefore, the attention vector only needs to be computed
once for each video, rather than at every time step in the
RNN. The operation to compute the attention weights in this
keyless attention model is essentially a 1D-convolutional op-
eration with 1 filter, which is very efficient both in time and
space. We have also evaluated other methods to compute the
attention weights, but found that more complex architectures
do not lead to improvements. Hence, we pick this simple and
elegant model structure.

Recurrent Video Classification Model based on
Keyless Attention
Our architecture build upon a bidirectional LSTM (Hochre-
iter and Schmidhuber 1997) as shown in Figure 2. Given
an input feature sequence (x1, x2, . . . , xT ), an LSTM unit

computes the hidden state (h1, h2, . . . , hT ) via repeated ap-
plication of the following equations:

it = σ(Wixt + Uiht−1 + bi) (4)
ft = σ(Wfxt + Ufht−1 + bf ) (5)
ot = σ(Woxt + Uoht−1 + bo) (6)
gt = tanh(Wgxt + Ught−1 + bg) (7)
ct = ft � ct−1 + it � gt (8)
ht = ot � ct, (9)

where σ(·) is the sigmoid function and � denotes element-
wise multiplication. Bidirectional LSTMs compute two sep-
arate forward and backward passes yielding two sequences
of hidden states, which we denote as hft and hbt , respectively,
at each time step t. We obtain the output at each time step of
a bidirectional LSTM as hBt = [hft, h

b
t ] , where [·] denotes

the concatenation of the state vectors.
It is challenging to directly feed all these states

(hB1 , h
B
2 , . . . , h

B
T ) to the network for classification. This is

because each video may be of a different length, resulting
in heterogeneous dimensionalities, and because the length
of the video may be large, leading to overly high input di-
mensionalities. We thus compute a fixed-dimensional global
representation g. For this, we rely on our Keyless Attention
mechanism:

g = KeylessAtt(hB1 , h
B
2 , . . . , h

B
T ) (10)

Intuitively, this mechanism can be viewed as taking a
global look at the video and quickly identifying the most-
contributing features for the classification. We find that this
leads to significant gains compared to using the average of
states or the final state of bidirectional LSTMs.

After obtaining the global representation g, we apply sev-
eral fully connected layers (FC) or a batch normalization
layer (BN) (Ioffe and Szegedy 2015) to compute the proba-
bilities for classes yi for the i-th video.

For the single-label classification datasets (e.g., UCF101,
ActivityNet, and Kinetics), we apply a BN layer followed
by one FC classification layer and a softmax, and for multi-
label classification (e.g., on YouTube-8M), we apply two se-
quential FC layers with 8192 / 4096 hidden units, respec-
tively, and tanh activation, followed by a FC classification
layer with sigmoid activation. Because the pre-extracted fea-
tures provided for YouTube-8M have been preprocessed via
PCA for dimensionality reduction followed by quantization,
the variance between features is not large. We hence do not
apply batch normalization to YouTube-8M.

We represent the ground truth classes for the i-th video as
a one-hot vector ŷi and the number of videos in the training
set is denoted as N . For single-label classification, we can
train the model by minimizing the loss function:

1

N

N∑
i=1

yTi log(ŷi), (11)

while for multi-label classification, we minimize the follow-
ing loss function:

1

N

N∑
i=1

[yTi log(ŷi) + (1− yi)T log(1− ŷi)] (12)



Multimodal Fusion
Previously, we have describe a video classification model for
a single sequence of features. However, in order to fully ex-
ploit the multimodal nature of videos, we need to account
for multiple modalities. Given multiple feature sequences
as input, how shall we perform multimodal fusion to obtain
the best-possible results? We assume we are given K differ-
ent feature sequences (x

(1)
1 , ..., x

(1)
T ), . . . , (x

(K)
1 , ..., x

(K)
T ).

Note that these are segment-level features as described ear-
lier, and that each feature sequence is guaranteed to be of the
same length T .

We consider four different multimodal fusion methods
corresponding to four different integration points (red dot-
ted line) in Figure 2.
Feature Fusion: A simple feature-level fusion is one of
the most intuitive methods. Each feature represents a par-
ticular temporal segment in the video. Stitching together
the features of the same segment leads to a more detailed
representation of that temporal segment. Hence, we can
fuse these feature sequences into a single feature sequence
(x1, . . . , xT ) by applying xt = [x

(1)
t , . . . , x

(K)
t ] and we can

perform video classification just as for a single feature se-
quence.
LSTM Fusion: This method is similar to feature-level fu-
sion in that it also operates at the segment level. Each in-
put feature sequence (x

(i)
1 , . . . , x

(i)
T ) obtains its own hidden

states (hB(i)
1 , . . . , h

B(i)
T ) via a separate bidirectional LSTM.

Then we obtain the fused hidden states (hB1 , h
B
2 , . . . , h

B
T )

by applying hBt = [h
B(1)
t , . . . , h

B(K)
t ] . After this, we can

compute the global representation and invoke the subsequent
layers just as for a single feature sequence.
Attention Fusion: Unlike the previous two fusion meth-
ods, attention fusion operates at the level of videos. First,
we obtain the global representation g(i) for each input se-
quence through a bidirectional LSTM and separate Keyless
Attention models. Then, we fuse the global representations
as g = [g(1), . . . , g(K)] and predict the classes by invoking
the subsequent layers. Note that this fusion method does not
require that each feature sequence be of the same length.
Probability Fusion: Finally, Probability Fusion is essen-
tially an ensemble method. We first train a separate model
for each of the feature sequences just as when we only have
a single feature sequence. We then average the outputs of
K independent models as the final output. In this approach,
each model can only access features of a single modality,
and thus interactions across modalities cannot be learned.

Experimental Results
In this section, we proceed to evaluate and compare our pro-
posed methods in terms of their classification accuracy.

Datasets
We evaluate our approach on four popular video classifica-
tion datasets.

UCF101 (Soomro, Roshan Zamir, and Shah 2012) is a
trimmed video dataset, consisting of realistic web videos
with diverse forms of camera motion and illumination. It
contains 13,320 video clips with an average length of 180
frames per clip. These are labeled with 101 action classes,
ranging from daily life activities to unusual sports. Each
video clip is assigned just a single class label. Following the
original evaluation scheme, we report the average accuracy
over three training/testing splits.
ActivityNet (Heilbron et al. 2015) is an untrimmed video
dataset. We use the ActivityNet v1.3 release, which consists
of more than 648 hours of untrimmed videos from a total of
around 20K videos with 1.5 annotations per video, selected
from 200 classes. Videos can contain more than one activity,
and, typically, large time segments of a video are not related
to any activity of interest. In the official split, the distribu-
tion among training, validation, and test data is about 50%,
25%, and 25% of the total videos, respectively. Because the
annotations for the testing split have not yet been published,
we report experimental results on the validation split.
Kinetics (Carreira and Zisserman 2017) is a trimmed
video dataset. The dataset contains 246,535 training videos,
19,907 validation videos, and 38,685 test videos, covering
400 human action classes. Each clip lasts around 10s and is
labeled with a single class. The annotations for the test split
have not yet been released, so we report experimental results
on the validation split.
YouTube-8M (Abu-El-Haija et al. 2016) is massively large
untrimmed video dataset. It contains over 1.9 billion video
frames and 8 million videos. Each video can be annotated
with multiple tags. Visual and audio features have been pre-
extracted and are provided with the dataset for each sec-
ond of the video. The visual features were obtained via a
Google Inception CNN pre-trained on ImageNet (Deng et
al. 2009), followed by PCA-based compression into a 1024-
dimensional vector. The audio features were extracted via a
pre-trained VGG-inspired (Simonyan and Zisserman 2014a)
network. In the official split, the distribution among training,
validation, and test data is about 70%, 20%, and 10%, re-
spectively. As the annotations of the test split have not been
released to the public and the number of videos in the valida-
tion set is overly large, we maintain 60K videos from the of-
ficial validation set to validate the parameters. Other videos
in the validation set are included into the training set. We
report experimental results on this 60K validation set and on
the official test set.

Implementation Details
For UCF101 and ActivityNet, we extract both RGB and flow
features using a ResNet-152 (He et al. 2016) model. For Ki-
netics, we extract RGB and flow features using Inception-
ResNet-v2 (Szegedy et al. 2016) and extract audio features
with a VGG-16 (Simonyan and Zisserman 2014a). The num-
ber of segments we used for fine-tuning is 3 for UCF101,
and 7 for ActivityNet and Kinetics to strike a balance be-
tween recognition performance and computational burden.

We max-pool the frame-level features to 5 segment-level
features for UCF101 and Kinetics, where the lengths of



Method Accuracy(%)
iDT + FV (Wang and Schmid 2013) 85.9

iDT + HSV (Peng et al. 2016) 87.9
EMV-CNN (Zhang et al. 2016) 86.4

Two Stream (Simonyan and Zisserman 2014b) 88.0
FSTCN (Sun et al. 2015) 88.1

VideoLSTM(Li et al. 2016) 89.2
TDD+FV (Wang, Qiao, and Tang 2015) 90.3

Fusion (Feichtenhofer, Pinz, and Zisserman 2016) 92.5
TSN(3 seg) (Wang et al. 2016a) 94.2

ST-ResNet+iDT (Feichtenhofer, Pinz, and Wildes 2016) 94.6
ActionVLAD (Girdhar et al. 2017) 93.6

Ours

RGB CNN 85.4
RGB Average 85.9

RGB Last 85.8
RGB Attention 86.2

Flow CNN 86.2
Flow Attention 87.0
Feature Fusion 94.1
LSTM Fusion 94.2

Probility Fusion 93.5
Attention Fusion 94.8

Table 1: Mean classification accuracy on UCF-101.

videos are a few seconds, and 20 for ActivityNet, where
the video length is relatively large. Different from (Wang
et al. 2016a), which used the trimmed videos for training,
we train our model using the whole untrimmed video from
ActivityNet to consider more realistic input conditions. For
YouTube-8M, we directly use the provided pre-extracted
RGB and audio features as segment-level features, where the
maximum number of segment is 300.

The number of hidden units for the LSTM on UCF101,
ActivityNet, and Kinetics is 512, which is a standard choice,
while for YouTube-8M, we use 1024 to handle its longer
videos.

We rely on the RMSPROP algorithm (Tieleman and Hin-
ton 2012) to update parameters for better convergence, with
a learning rate of 0.0001.

Results for Keyless Attention
In this section, we verify the effectiveness of the proposed
Keyless Attention mechanism. We perform all experiments
on a single RGB feature sequence, in order to eliminate any
interference between modalities. Our proposed model with
Keyless Attention (RGB Attention) is hence the model de-
scribed in Section .

The results of the CNN model are reported as RGB CNN,
Flow CNN, and Audio CNN in the tables. We also compare
our method with two RNN-based classification methods:

The first method (RGB Last) is to concatenate the two fi-
nal hidden states of a bidirectional LSTM, and then apply the
subsequent layers for classification just as for the attention-
based recurrent model. The second method (RGB Average)
averages the outputs of the bidirectional LSTM and then
classifies the averaged state vector.

The experimental results on each dataset in Tables 1–3
show that Keyless Attention outperforms both RGB Last and
RGB Average. Moreover, during training, we also find that
the use of Keyless Attention leads to a faster convergence
speed, and virtually no additional compute time per batch,
such that we can finish training in a shorter period of time.
We conclude that the proposed RNN model based on Key-

Method mAP(%)
iDT + FV (Peng et al. 2016) 66.5

Depth2Action (Zhu and Newsam 2016) 78.1
Two Stream (Simonyan and Zisserman 2014b) 71.9

C3D (Tran et al. 2015) 74.1

Ours

RGB CNN 70.9
RGB Average 71.3

RGB Last 71.4
RGB Attention 72.0

Flow CNN 64.0
Flow Attention 64.8
Feature Fusion 77.5
LSTM Fusion 77.6

Probility Fusion 77.2
Attention Fusion 78.5

Table 2: ActivityNet results on the validation set.

less Attention is not only simple, but also efficient and ef-
fective.

Results for Multimodal Fusion
In this section, we analyze the experimental results and dis-
cuss the characteristics of the four proposed multimodal fu-
sion methods:
Probability Fusion: As this is a fusion method that can be
regarded as a form of ensembling, each modality is com-
pletely independent of others, and the independently ob-
tained results are fused in a final step. Since the different
modalities are only combined at the final step of averag-
ing the output probabilities from independent models, we
are unable to learn any interactions between modalities. This
explains the poor results achieved by this approach.

From the experimental results, as shown in Tables 1–4,
we find that across all four datasets, the Probability Fusion
approach performs worst among the four fusion methods.
This difference is particularly pronounced on the two large-
scale datasets Kinetics and YouTube-8M. On Kinetics, the
difference in accuracy between Probability Fusion and the
best result is 2.1%, and on YouTube-8M, the GAP@20 for
Probability Fusion is 1.8% lower than for the best result.
We hypothesize that, on large datasets, we have more data
from which one can learn multimodal associations, leading
to more pronounced gaps.
Feature Fusion: This is the most intuitive and easy to imple-
ment method. It directly connects multiple modalities within
each local time interval. However, in this case, the attention
will select periods of time globally, neglecting that there may
be a need to focus on diverging periods of time for differ-
ent modalities. Hence, the bidirectional LSTM may need to
learn to align all the salient signals across modalities, while
simultaneously also needing to learn interactions between
different modalities and temporal relationships. This burden
may be too heavy.

We can observe that the results obtained by this approach
on the four datasets are better than those of Probability Fu-
sion, but worse than the best result. This illustrates that the
Feature Fusion method can learn part of the association be-
tween modalities. We also observe that the longer the se-
quence of features (such as for YouTube-8M, in which the
length of the video can be 300 segments), the more obvi-



Method Top-1(%) Top-5(%)
C3D (Tran et al. 2015) 55.6 79.1

3D ResNet (Hara, Kataoka, and Satoh 2017) 58.0 81.3
Two-Stream I3D* (Carreira and Zisserman 2017) 74.2 91.3

Ours

RGB CNN 73.0 90.9
RGB Average 73.2 91.1

RGB Last 73.0 91.0
RGB Attention 73.8 91.3

Flow CNN 54.5 75.9
Flow Attention 54.9 76.4

Audio CNN 21.6 39.4
Audio Attention 22.0 40.1
Feature Fusion 76.1 92.6
LSTM Fusion 76.2 92.6

Probility Fusion 74.9 91.6
Attention Fusion 77.0 93.2

Table 3: Kinetics results on the validation set, except for
those marked with ‘∗’, which are based on the test set.

ous the performance drop. We conjecture that on longer se-
quences, the LSTM will need to expend more effort in learn-
ing temporal connections rather than focusing on modal in-
teractions.
LSTM Fusion: This method is similar to Feature Fusion
in that the burden of learning associations across modali-
ties and of temporal connections within individual modali-
ties still falls on the LSTM.

The experimental results obtained by this method are al-
most the same as for Feature Fusion, or in some cases
slightly better, which is in line with our expectations.
Attention Fusion: Unlike Feature Fusion and LSTM Fu-
sion, this approach does not force the features of different
modalities within the same time period to be linked. Hence,
the LSTM can focus on uncovering temporal patterns within
individual modalities and for each modality can effortlessly
pay attention to different temporal segments. However, the
Attention Fusion method is different from Probability Fu-
sion in that the network still has the opportunity to capture
interactions between modalities.

Figure 1 provides an example of attention weights for im-
ages in the corresponding temporal segment. We observe
that RGB, optical flow, and audio signals can independently
attend to different areas of interest.

Considering the experimental results, we find that the At-
tention Fusion method is the most effective across all of
the four datasets. This fusion method can take into account
both the temporal progression and multimodal interactions,
which shows to be the best way of fusing attention-based re-
current components. We refer to this method as Multimodal
Keyless Attention Fusion.

Comparison with State-of-the-Art
Finally, we compare our method against the state-of-the-art
methods. On UCF101 and ActivityNet, we compare it with
some of the existing published traditional methods (Wang
and Schmid 2013; Peng et al. 2016) as well as deep learn-
ing approaches (Zhang et al. 2016; Simonyan and Zisser-
man 2014b; Sun et al. 2015; Li et al. 2016; Wang, Qiao,
and Tang 2015; Feichtenhofer, Pinz, and Zisserman 2016;
Tran et al. 2015; Wang et al. 2016a; Feichtenhofer, Pinz, and
Wildes 2016; Girdhar et al. 2017). Our approach can achieve

Method 60K Valid(%) Test(%)
VLAD (Xu, Yang, and Hauptmann 2015) - 80.4

Video Level (Zhong et al. 2017) - 78.6
LSTM + MoE (Wang et al. 2017) - 80.2

Ours

RGB Attention 76.6 77.3
Audio Attention 54.0 -
Feature Fusion 80.5 81.5

Probility Fusion 79.1 -
Attention Fusion 80.9 82.2

Table 4: YouTube-8M GAP@20 on the 60K validation and
test set.

competitive results.
On Kinetics, we compare it with recently published re-

sults (Tran et al. 2015; Hara, Kataoka, and Satoh 2017;
Carreira and Zisserman 2017). Note that result of (Carreira
and Zisserman 2017) was reported based on the test set, for
which the top-1 results empirically are 1.5% lower than the
top-1 on the validation set. On YouTube-8M, we compare it
with VLAD (Jegou et al. 2010; Xu, Yang, and Hauptmann
2015) and recently published results (Zhong et al. 2017;
Wang et al. 2017). Our approach enables our team to achieve
very strong results in both the Kinetics and YouTube-8M
competitions. To facilitate further comparison, Table 4 also
provides the single model results on the official YouTube-
8M test set, as computed by the competition organizers.

Unlike these recently published works, our model ro-
bustly achieves competitive results across a range of differ-
ent datasets, including smaller and larger training sets, and
trimmed and untrimmed videos.

Conclusion
To better cope with the sequential and multimodal nature
of videos, we have proposed a keyless attention mecha-
nism, which allows for fast and effective learning of RNN
models. We further assess several alternatives for achiev-
ing multimodal fusion with recurrent neural networks, and
find that the proposed attention-based fusion achieves the
best results. We have conducted experiments on four well-
known datasets, including both untrimmed and trimmed
videos, single-label and multi-label classification settings,
and small-scale as well as very large-scale datasets. Our
highly competitive results in all of these settings demon-
strate that our proposed Multimodal Keyless Attention Fu-
sion framework is robust across a large range of video clas-
sification tasks.

In terms of future work, we hope to apply this fusion ap-
proach in end-to-end-trained CNN and RNN architectures
for further gains.
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