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Outline

ÅPart 1: Introduction
ÅDialogue: what kinds of problem

ÅA unified view: dialogue as optimal decision making

ÅPart 2: Question answering and machine reading comprehension

ÅPart 3: Task-oriented dialogue

ÅPart 4: Fully data-driven conversation models and social chatbots
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Aspirational Goal:
Enterprise Assistant

Where are sales lagging behind our 
forecast?

The worst region is [country], where sales 
are XX% below projections

Do you know why?

The forecast for [product] growth was 
overly optimistic

How can we turn this around?

Here are the 10 customers in [country] 
with the most growth potential, per our 

CRM model

Can you set up a meeting with the CTO of 
[company]?

¸ŜǎΣ LΩǾŜ ǎŜǘ ǳǇ ŀ ƳŜŜǘƛƴƎ ǿƛǘƘ ώǇŜǊǎƻƴ 
ƴŀƳŜϐ ŦƻǊ ƴŜȄǘ ƳƻƴǘƘ ǿƘŜƴ ȅƻǳΩǊŜ ƛƴ 

[location]

QA (decision support)

Task Completion

Info Consumption

Task Completion Thanks 4



άL ŀƳ ǎƳŀǊǘέ

άL ƘŀǾŜ ŀ ǉǳŜǎǘƛƻƴέ

άL ƴŜŜŘ ǘƻ ƎŜǘ ǘƘƛǎ ŘƻƴŜέ

ά²Ƙŀǘ ǎƘƻǳƭŘ L ŘƻΚέ

¢ǳǊƛƴƎ ¢Ŝǎǘ όάLέ ǘŀƭƪ ƭƛƪŜ ŀ ƘǳƳŀƴύ

Information consumption

Task completion

Decision support

What kinds of problems?
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άL ŀƳ ǎƳŀǊǘέ

άL ƘŀǾŜ ŀ ǉǳŜǎǘƛƻƴέ

άL ƴŜŜŘ ǘƻ ƎŜǘ ǘƘƛǎ ŘƻƴŜέ

ά²Ƙŀǘ ǎƘƻǳƭŘ L ŘƻΚέ

Turing Test

Information consumption

Task completion

Decision support

ÅWhat is the employee review schedule?
ÅWhat room is the project review meeting in?
ÅWhen is the ACL 2018 conference?
ÅWhat does DNN stand for? 

What kinds of problems?
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άL ŀƳ ǎƳŀǊǘέ

άL ƘŀǾŜ ŀ ǉǳŜǎǘƛƻƴέ

άL ƴŜŜŘ ǘƻ ƎŜǘ ǘƘƛǎ ŘƻƴŜέ

ά²Ƙŀǘ ǎƘƻǳƭŘ L ŘƻΚέ

Turing Test

Information consumption

Task completion

Decision support

ÅBook me the biz trip to San Francisco
ÅReserve a table at Kisakufor 5 people, 7PM tonight
ÅBrief me on people in my Thursday 9:00 am meeting
ÅSchedule a meeting with Bill at 10:00 tomorrow.

What kinds of problems?
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άL ŀƳ ǎƳŀǊǘέ

άL ƘŀǾŜ ŀ ǉǳŜǎǘƛƻƴέ

άL ƴŜŜŘ ǘƻ ƎŜǘ ǘƘƛǎ ŘƻƴŜέ

ά²Ƙŀǘ ǎƘƻǳƭŘ L ŘƻΚέ

Turing Test

Information consumption

Task completion

Decision support

ÅWhy are sales in China so far behind forecast?

What kinds of problems?
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άL ŀƳ ǎƳŀǊǘέ

άL ƘŀǾŜ ŀ ǉǳŜǎǘƛƻƴέ

άL ƴŜŜŘ ǘƻ ƎŜǘ ǘƘƛǎ ŘƻƴŜέ

ά²Ƙŀǘ ǎƘƻǳƭŘ L ŘƻΚέ

¢ǳǊƛƴƎ ¢Ŝǎǘ όάLέ ǘŀƭƪ ƭƛƪŜ ŀ ƘǳƳŀƴύ

Information consumption

Task completion

Decision support

What kinds of problems?

Goal-oriented dialogues
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Chitchat (social bot)



A unified view: dialogue as optimal decision making

ÅOptions over Markov Decision Process 
(MDP)
ÅGiven state ί, select action/option ὥ

according to (hierarchical) policy “

ÅReceive reward ὶ, observe new state ὥᴂ

ÅContinue the cycle until the episode 
terminates.

ÅGoal of dialogue learning: find optimal 
“to maximize expected rewards



A unified view: dialogue as optimal decision making

Dialogue State (s) Action (a) Reward (r)

Q&A bot over KB, Web etc. Understanding of user 
Intent (belief state)

Clarification questions,
Answers

Relevance of answer
# of turns

Task Completion Bots 
(Movies,wŜǎǘŀǳǊŀƴǘǎΣ Χύ

Understanding of user
goal (belief state) 

Dialogact + slot_value Task success rate
# of turns

SocialBot 
(XiaoIce)

Conversationhistory Response User engagement

Top-level bot Understanding of user 
top-level intent

Options (skills) Daily/monthly usage
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Traditional NLP component stack

1. Natural language understand (NLU): 
parsing (speech) input to semantic 
meaning and update the system state

2. Application reasoning and execution:
take the next action based on state

3. Natural language generation (NLG):
generating (speech) response from action

12



Symbolic Space 

- Knowledge Representation
- explicitlystored as words, relations, templates
- high-dim, discrete, sparse vectors

- Inference
- slowon a big knowledge base
- keyword matching is sensitive to paraphrase 

alternations 
- Human comprehensible but not computationally 

efficient

Neural Space

- Knowledge Representation
- Implicitlystored as semantic concepts/classes
- low-dim, cont., dense vectors

- Inference
- fast on compact memory
- semantic matching is robustto paraphrase 

alternations
- Computationally efficient but not human 

comprehensible yet
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Symbolic Space
- human readable

Neural Space
- Computationally efficient

Symbolic ĄNeural 
by Encoding(Q/D/Knowledge)

Neural Ą Symbolic 
by Decoding (synthesizing answer)

From symbolic to neural computation
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DB

Dialog Systems

Understanding
(NLU)

State tracker

Generation
(NLG)

Dialog policy

DB

input x

output y

Database
Memory

External knowledge
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[Young+ 13; Tur & De Mori 11; Ritter+ 11; Sordoni+ 15; Vinyals& Le 15; Shang+ 15; etc.] 15

https://ieeexplore.ieee.org/document/6407655/
https://www.wiley.com/en-us/Spoken+Language+Understanding:+Systems+for+Extracting+Semantic+Information+from+Speech-p-9780470688243
http://www.aclweb.org/anthology/D11-1054
https://www.aclweb.org/anthology/N/N15/N15-1020.pdf
https://arxiv.org/pdf/1506.05869.pdf
https://www.aclweb.org/anthology/P15-1152


Outline

ÅPart 1: Introduction

ÅPart 2: Question answering (QA) and machine reading 
comprehension (MRC)
ÅNeural MRC models for text-based QA

ÅMulti -turn knowledge base QA agents

ÅPart 3: Task-oriented dialogue

ÅPart 4: Fully data-driven conversation models and social chatbots
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Text-QA

Selected Passages from Bing

MS MARCO [Nguyen+ 16] SQuAD[Rajpurkar+ 16]
17

https://arxiv.org/abs/1611.09268
https://nlp.stanford.edu/pubs/rajpurkar2016squad.pdf


Symbolic Space
- human readable

Neural Space
- Computationally efficient

Symbolic ĄNeural 
by Encoding(Q/D/Knowledge)

Neural Ą Symbolic 
by Decoding (synthesizing answer)

From symbolic to neural computation

R
e

a
s
o

n
in

g: 
Q

u
e
st

io
n

 +
 K

B
 
Ą

a
n
sw

e
r 

ve
ct

o
rv

ia
 m

u
lti

-s
te

p
 i
n
fe

re
n
ce

, 
s
u

m
m

a
ri
za

tio
n

, 
d
e

d
u
ct

io
n

 e
tc

.

Input: Q

Output: A

Error(A, A*)

18



ÅEncoding: map each text span to a semantic vector

ÅReasoning: rank and re-rank semantic vectors

ÅDecoding: map the top-ranked vector to text

What types of European groups were able to avoid the plague?

A limited form of comprehension:
ÅNo need for extra knowledge outside the 

paragraph 

ÅNo need for clarifying questions

ÅThe answer must exist in the paragraph

ÅThe answer must be a text span, not 
synthesized

Neural MRC models by SQuAD



Three encoding components 

ÅWord embedding ςword semantic space 
Årepresent each word as a low-dim continuous vector via GloVe[Pennington+ 14]

ÅContext embedding ςcontextual semantic space
Åcapture context info for each word, via 
ÅBiLSTM[Melamud+ 16]: concatenation of left and right contextual language models

ÅELMo[Peter+ 18]: a task-specific combo of the intermediate layer representations of biLM

ÅBERT [Devlin+ 18]: bidirectional transformer, jointly conditioned on left and right context

ÅContext-query attention ςquery dependent semantic space
Åfuse query info into passage via Attention 

Å[Huang+17; Wang+ 17; Hu+ 17; Seo+ 16; Wang&Jiang16]
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https://nlp.stanford.edu/pubs/glove.pdf
http://aclweb.org/anthology/K16-1006
https://arxiv.org/abs/1802.05365
https://arxiv.org/pdf/1810.04805.pdf
https://arxiv.org/abs/1711.07341
http://www.aclweb.org/anthology/P/P17/P17-1018.pdf
https://arxiv.org/abs/1705.02798
https://arxiv.org/pdf/1611.01603.pdf
https://arxiv.org/abs/1608.07905


hot dog

Word embedding: word semantic space

Fast food

Dog racing

1-hot vector
dim=|V|=100K~100M Continuous vector

dim=100~1K

[Mikolov+ 13; Pennington+ 14]
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https://papers.nips.cc/paper/5021-distributed-representations-of-words-and-phrases-and-their-compositionality.pdf
https://nlp.stanford.edu/pubs/glove.pdf


ray of light

Context embedding: contextual semantic space 

Ray of Light (Experiment)

Ray of Light (Song)

The Einstein Theory of Relativity
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