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What kinds of problems?

L Y aAYFNIO&dzZNAY3I ¢Said oaLé Ol
aL KIF@S I | dzdrédnatibrecghsumption

a L )/SQIV? 02 JFLKiconipktioda R2 Yy S¢é

a2 KFU &Kz2dzf BReckionRibpok



What kinds of problems?
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A What is the employee review schedule?

A What room is the project review meeting in?
A When is the ACL 2018 conference?

A What does DNN stand for?




What kinds of problems?
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A Book me the biz trip to San Francisco

A Reserve a table &isakufor 5 people, 7PM tonight

A Brief me on people in my Thursday 9:00 am meeting
A Schedule a meeting with Bill at 10:00 tomorrow.




What kinds of problems?
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A Why are sales in China so far behind forecast®




What kinds of problems?

L Y aAYFNIO&E&dzZNAY3I ¢Said oalbé Ol
aL KIF@S I | dzdrédnatibrecghsumption

aL YSSR (2 3JI&SKconipktorii R2Yy Sé

a2 KI i &Kz2dzf ReckionRBibiok

Goaloriented dialogues



A unified view: dialogue as optimal decision makin

Top-level Dialogue Policy Tty(g¢; S¢)
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AOptions over Markov Decision Process
(MDP)
AGiven statd , select action/optiore
according to (hierarchical) poli€y
AReceive rewardl, observe new statéxe

AContinue the cycle until the episode
terminates.

AGoal of dialogue learning: find optimal
* to maximize expected rewards



A unified view: dialogue as optimal decision makin

Roward ()

Q&A bot over KB, Web etc. Understanding of user Clarification questions, Relevance of answer

Intent (belief state) Answers # of turns
Task Completion Bots Understanding of user Dialogact + slot_value  Task success rate
(Movies,w S & i I dzNJ Yy goalIbelXfstate) # of turns
SociaBot Conversatiorhistory Response User engagement
(Xiaolce)
Top-level bot Understanding of user Options (skills) Daily/monthly usage

top-level intent
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Traditional NLP component stack
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Reasoning

1. Natural language understand (NLU):
parsing (speech) input to semantic
meaning and update the system state

2. Application reasoning and execution:
take the next action based on state

3. Natural language generation (NLG):
generating (speech) response from action
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Symbolic Space Neural Space

- Knowledge Representation Knowledge Representation

- explicitlystored as words, relations, template: - Implicitlystored as semantic concepts/classes
- high-dim, discrete, sparse vectors - low-dim, cont., dense vectors
- Inference - Inference
- slowon a big knowledge base - faston compact memory
- keyword matching is sensitive to paraphrase - semantic matching ibustto paraphrase
alternations alternations
- Human comprehensible but not computationally - Computationally efficient but not human

efficient comprehensibleyet

“film”, *award™
- o o G film-genre/films-in-this-genre
e film/cinematography

C% cinematographer/film
award-honor/honored-for

o M netflix-title/netflix-genres
iy director/film
(ool award-honor/honored-for




From symbolic to neural computation

Input: Q

Symbolic Space
- human readable
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Output: A

SymbolicA Neural

by Encoding Q/D/Knowledge)
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ReasoningQuestion + KB, answer

vectorvia multistep inference,
summarization, deduction etc.

Neural”A Symbolic
by Decoding(synthesizing answer)

Neural Space

- Computationally efficient

Search Controller
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Dialo

TaskOriented Dialog

Fully datadriven

outputy

input x

[Young+ 13Tur & De Mori 1]1Ritter+ 11 Sordoni+ 15Vinyals& Le 1% Shang+ 15etc.]

g Systems

Understanding
(NLU)

State tracker

Generation

Dialog policy

Statistical model
(e.g., neural)

Database TWhe%ther
Memory Channel

External knowledge


https://ieeexplore.ieee.org/document/6407655/
https://www.wiley.com/en-us/Spoken+Language+Understanding:+Systems+for+Extracting+Semantic+Information+from+Speech-p-9780470688243
http://www.aclweb.org/anthology/D11-1054
https://www.aclweb.org/anthology/N/N15/N15-1020.pdf
https://arxiv.org/pdf/1506.05869.pdf
https://www.aclweb.org/anthology/P15-1152

Outline

APart 2: Question answering (QA) and machine reading
comprehension (MRC)
ANeural MRC models for texbased QA
AMulti-turn knowledge base QA agents

APart 3: Tasloriented dialogue
APart 4: Fully datariven conversation models and social chatbots
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TextQA

Q_ Will I qualify for OSAP if I'm new in Canada?

Selected Passages from Bing

“Visit the OSAP website for application deadlines. To get OSAP, you have to be eligible. You
can apply using an online form, or you can print off the application forms. If you submit a
paper application, you must pay an application fee. The online application is free."

Source: http://settlement.org/ontario/education/colleges-universi-
ties-and-institutes/financial-assistance-for-post-secondary-education/how-do-i-apply-for-the-ontari
o-student-assistance-program-osap/

“To be eligible to apply for financial assistance from the Ontario Student Assistance
Program (OSAP), you must be a: 1 Canadian citizen; 2 Permanent resident; or 3 Protected
person/convention refugee with a Protected Persons Status Document (PPSD)."

Source: http://settlement.org/ontario/education/colleges-universi-
ties-and-institutes/financial-assistance-for-post-secondary-education/who-is-eligible-for-the-ontari
o-student-assistance-program-osap/

“You will not be eligible for a Canada-Ontario Integrated Student Loan, but can apply
for a part-time loan through the Canada Student Loans program. There are also grants,
bursaries and scholarships available for both full-time and part-time students.”

Source: http://www.campusaccess.com/financial-aid/osap.html

In meteorology, precipitation is any product
of the condensation of atmospheric water vapor
that falls under gravity. The main forms of pre-
cipitation include drizzle, rain, sleet, snow, grau
pel and hail...  Precipitation forms as smaller
droplets coalesce via collision with other rain
drops or ice crystals within a cloud. Short, in-
tense periods of rain in scattered locations are
called "showers" .

What causes precipitation to fall?
gravity

What is another main form of precipitation be-
sides drizzle, rain, snow, sleet and hail?
graupel

Where do water droplets collide with ice crystals
to form precipitation?
within a cloud

Figure 1: Question-answer pairs for a sample passage in the

Answer
No. You won't qualify. SQuAD dataset. Each of the answers is a segment of text from

MS MARCONguyen+ 1b

the passage.

SQuADRajpurkat 14



https://arxiv.org/abs/1611.09268
https://nlp.stanford.edu/pubs/rajpurkar2016squad.pdf

From symbolic to neural computation

_ SymbolicA Neural
Input: Q by EncodingQ/D/Knowledge)

Symbolic Space
- human readable

Where did Tesla live for much of his life?

Tesla was renowned for his achievements and showmanship, eventually earning
him a reputation in popular culture as an archetypal "mad scientist". His patents
earned him a considerable amount of money, much of which was used to finance
his own projects with varying degrees of success.:121,154 He lived most of his
life in a series of New York hotels, through his retirement. Tesla died on 7
January 1943. His work fell into relative obscurity after his death, but in 1940 the
General Conference on Weights and Measures named the Sl unit of magnetic flux
density the tesla in his honor. There has been a resurgence in popular interest in
Tesla since the 1990s.

Sy Sy Sy R

Error(A, A%)  =smmmmmmmmsmmsmsmsmssmoemoee- >

ReasoningQuestion + KB, answer

. Neural”A Symbolic
Output: A by Decoding(synthesizing answer)

vectorvia multistep inference,
summarization, deduction etc.

Neural Space
- Computationally efficient
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Neural MRC models IBQUAD

What types of European groups were able to avoid the plague?

From ltaly, the disease spread northwest across Europe, striking France, Spain,
Portugal and England by June 1348, then turned and spread east through
Germany and Scandinavia from 1348 to 1350. It was introduced in Norway in
1349 when a ship landed at Askay, then spread to Bjergvin (modern Bergen) and
Iceland. Finally it spread to northwestern Russia in 1351. The plague was
somewhat less common in parts of Europe that had smaller trade relations with
their neighbours, including the Kingdom of Poland, the majority of the Basque
Country, isolated parts of Belgium and the Netherlands, and isolated alpine
villages throughout the continent.

A limited form of comprehension:

A No need for extra knowledge outside the
paragraph

A No need for clarifying questions
A The answer must exist in the paragraph

A The answer must be a text span, not
synthesized

AEncoding: map each text span to a semantic vector
AReasoning: rank and-rank semantic vectors
ADecoding: map the topanked vector to text



Three encoding components

AWord embedding; word semantic space
Arepresent each word as a ledim continuous vector vi&loVe[Penningtor 14

AContext embedding; contextual semantic space

Acapture context info for each word, via
A BiLSTMMelamud+ 16: concatenation of left and right contextual language models
A ELMo[Peter+ 1§: a taskspecific combo of the intermediate layer representations loil.M
A BERTDevlin+ 18: bidirectional transformer, jointly conditioned on left and right context

AContextquery attentionc query dependent semantic space
Afuse query info into passage vgtention
A[Huang+l7; Wang+ 17Hu+ 17 Seo+ 16Wang&Jiand.6]
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https://nlp.stanford.edu/pubs/glove.pdf
http://aclweb.org/anthology/K16-1006
https://arxiv.org/abs/1802.05365
https://arxiv.org/pdf/1810.04805.pdf
https://arxiv.org/abs/1711.07341
http://www.aclweb.org/anthology/P/P17/P17-1018.pdf
https://arxiv.org/abs/1705.02798
https://arxiv.org/pdf/1611.01603.pdf
https://arxiv.org/abs/1608.07905

Word embedding: word semantic space

Fast food

1-hot vector

dim=|V|=100K~100M tinuous vector

dim=100~1K

o® Dog racing

[Mikolov+ 13 Penningtor 14
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https://papers.nips.cc/paper/5021-distributed-representations-of-words-and-phrases-and-their-compositionality.pdf
https://nlp.stanford.edu/pubs/glove.pdf

Context embedding: contextual semantic space

The Einstein Theory of Relativity Ray of Light (Experiment)

ray of light Ray of Light (Song)

~
alh
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