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Outline

* Part 1: Introduction
* Dialogue: what kinds of problem
* A unified view: dialogue as optimal decision making

* Part 2: Question answering and machine reading comprehension
* Part 3: Task-oriented dialogue
* Part 4: Fully data-driven conversation models and social chatbots
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What kinds of problems?

“l'am smart” Turing Test (“I” talk like a human)

“I have a question” Information consumption
“I need to get this done”  Task completion
“What should | do?” Decision support



What kinds of problems?

“l'am smart”

“I have a question”

“I need to get this done”
“What should | do?”

Turing Test

Information consumption

Task completion

Decision support

What is the employee review schedule?
What room is the project review meeting in?
When is the ACL 2018 conference?

What does DNN stand for?




What kinds of problems?

“I'am smart” Turing Test
“I have a question” Information consumption
“I need to get this done” Task completion

“What should | do?” /Decision support

Book me the biz trip to San Francisco

Reserve a table at Kisaku for 5 people, 7PM tonight
Brief me on people in my Thursday 9:00 am meeting
Schedule a meeting with Bill at 10:00 tomorrow.




What kinds of problems?

“I'am smart” Turing Test

“I have a question” Information consumption
“I need to get this done” Task completion

“What should | do?” Decision support

 Why are sales in China so far behind forecast?




What kinds of problems?

Chitchat (social bot)

“'am smart”

Turing Test (“I” talk like a human)

“I have a question”
“I need to get this done”
“What should | do?”

Information consumption
Task completion

Decision support

Goal-oriented dialogues



A unified view: dialogue as optimal decision making

Top-level Dialogue Policy Tty(g¢; S¢)
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* Options over Markov Decision Process
(MDP)

* Given state s, select action/option a
according to (hierarchical) policy

* Receive reward r, observe new state a’

* Continue the cycle until the episode
terminates.

* Goal of dialogue learning: find optimal
T to maximize expected rewards



A unified view: dialogue as optimal decision making

Disogue _|sutels) | Actonal | Reward (0

Q&A bot over KB, Web etc. Understanding of user  Clarification questions, Relevance of answer
Intent (belief state) Answers # of turns

Task Completion Bots Understanding of user  Dialog act + slot_value Task success rate

(Movies, Restaurants, ...) goal (belief state) # of turns

Social Bot Conversation history Response User engagement

(Xiaolce)

Top-level bot Understanding of user Options (skills) Daily/monthly usage

top-level intent
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Traditional NLP component stack

N

speech

i

morphological

-b[ parsing

contextual ]

analysis and lexical reasonin
y analysis 9 J
speech morphological syntactic < utterance
synthesis realization realization planning

pronunc-

iation
model

Phonology

morpho-
logical
rules

Morphology

lexicon and

grammar

Syntax

discourse

context

Semantics

application
reasoning and
execution

domain

knowledge

Reasoning

1. Natural language understand (NLU):
parsing (speech) input to semantic
meaning and update the system state

2. Application reasoning and execution:
take the next action based on state

3. Natural language generation (NLG):
generating (speech) response from action
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Symbolic Space

- Knowledge Representation

- explicitly stored as words, relations, templates
- high-dim, discrete, sparse vectors

- Inference
- slow on a big knowledge base

- keyword matching is sensitive to paraphrase

alternations

- Human comprehensible but not computationally

efficient

cccccc

Neural Space

- Knowledge Representation
- Implicitly stored as semantic concepts/classes
- low-dim, cont., dense vectors
- Inference
- fast on compact memory
- semantic matching is robust to paraphrase
alternations
- Computationally efficient but not human
comprehensible yet

“film”, *award™
film-genre/films-in-this-genre
film/cinematography

C% cinematographer/film
award-honor/honored-for
M netflix-title/netflix-genres
director/film
award-honor/honored-for




From symbolic to neural computation

Input: Q

Symbolic Space
- human readable

[Squire Trelawney, Dr. Livesey,
and the rest of these gendemen
having asked me t write down

the whole particulars about Treas-

ure ls

o, from the beginning

y of grace I7
and go back ta the time when my
father kept the Admiral Benbow
inn and the brown old seaman

with the sabre cut first took up his
lodging under our roof.

Tremember him as if it were
yesterday, as he eame plodding
1o the inn door, his sea-chest

falling over the sha
salled blue coat, his hands ragged
[} scarred. with black, broken

nails, and the sabre cut across

: livid white. 1
remember him looking round the
cover and whistling o himselfas
e did 50, and then breaking out
that old sea-song that he sang

tuned and broken at the capstan
bars. Then he rapped on the door
with a bit of stick like a handspike
that he carried, and when my fa
ther appeared, called roughly for
a glass of rum_ This, when it was
brought to him, he drank slowly,
like & connoisseur, lingering on
the taste and stil looking al
him at the cliffs and up at our
signboard

This is a handy cove, says he
atlength; ‘and a pleasant sityated

Is.a Purpose —Csupply> —Typ_obj
_ka
smooth

“Cduck )~ Typ_0bj_of — Ckeep D

- Is a =
Typ_obj Ee Purpose . + meat )
Typ_subj Cause | o
= Isa - v
s (quack £00
Typ Sy ———=Canimab) Not_is_a —— Cplant
=% Is_a -\
— L + Ceres
*(make) 2 7yp_oby T it
Is a S fenthec
gaggle > —|Is_g'—=(goose b wing )-is o
#eans | Typ_subj_of = Isa
- . Is
Is_a (Beak > —Part of = Part
strike ! Tvpsubj of YP-OH _
X rtie g it leg
turtie) )
Isa Typ subj Is_a L) cateh)
face) — Locn_of + Cmouth) —— Hyp . Copening

Error(A, A*)

Output: A

Symbolic = Neural
by Encoding (Q/D/Knowledge)

D L L L L T T repu ey ————

Sy Sy Sy R

Sy S S

Question + KB = answer

vector via multi-step inference,

Reasoning

Neural = Symbolic

by Decoding (synthesizing answer)

tc.

, deduction e

ion

t

summariza

Neural Space

- Computationally efficient

Search Controller

»

14



Dialog Systems

@ mmm e e e e e e e e e e - = === 1
2 G N Al
o | .
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I
Q I - The
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.d:) I s ™ e ™ | Memory Channel
o I : ! External knowledge
~ outputy <= Generation <€— Dialog policy _ 2
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[Young+ 13; Tur & De Mori 11; Ritter+ 11; Sordoni+ 15; Vinyals & Le 15; Shang+ 15; etc.] Lo



https://ieeexplore.ieee.org/document/6407655/
https://www.wiley.com/en-us/Spoken+Language+Understanding:+Systems+for+Extracting+Semantic+Information+from+Speech-p-9780470688243
http://www.aclweb.org/anthology/D11-1054
https://www.aclweb.org/anthology/N/N15/N15-1020.pdf
https://arxiv.org/pdf/1506.05869.pdf
https://www.aclweb.org/anthology/P15-1152

Outline

* Part 2: Question answering (QA) and machine reading
comprehension (MRC)
* Neural MRC models for text-based QA
* Multi-turn knowledge base QA agents

* Part 3: Task-oriented dialogue
* Part 4: Fully data-driven conversation models and social chatbots
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Text-QA

In meteorology, precipitation is any product

Q Will | qualify for OSAP if I'm new in Canada? of the condensation of atmospheric water vapor

that falls under gravity. The main forms of pre-

Selected Passages from Bing cipitation in::lude driz?lsl:, rz!in, sleet, snow, grau

pel and hail...  Precipitation forms as smaller

“Visit the OSAP website for application deadlines. To get OSAP, you have to be eligible. You droplets coalesce via collision with other rain

can apply using an online form, or you can print off the application forms. If you submit a drops or ice crystals within a cloud. Short, in-

paper application, you must pay an application fee. The online application is free." tense periods of rain in scattered locations are
Source: http://settlement.org/ontario/education/colleges-universi- called “showers" .

ties-and-institutes/financial-assistance-for-post-secondary-education/how-do-i-apply-for-the-ontari

OaRdRE ARsItANCE- Program-osap/ What causes precipitation to fall?

“To be eligible to apply for financial assistance from the Ontario Student Assistance gravity
Program (OSAP), you must be a: 1 Canadian citizen; 2 Permanent resident; or 3 Protected
person/convention refugee with a Protected Persons Status Document (PPSD)."

Source: http://settlement.org/ontario/education/colleges-universi-
ties-and-institutes/financial-assistance-for-post-secondary-education/who-is-eligible-for-the-ontari graupel
o-student-assistance-program-osap/

What is another main form of precipitation be-
sides drizzle, rain, snow, sleet and hail?

“You will not be eligible for a Canada-Ontario Integrated Student Loan, but can apply Wl}ere do WE-I‘II?F drop;ets collide with ice crystals
for a part-time loan through the Canada Student Loans program. There are also grants, tG_ G_rm precipitation?
bursaries and scholarships available for both full-time and part-time students.” within a cloud

Source: http://www.campusaccess.com/financial-aid/osap.html

Answer Figure 1: Question-answer pairs for a sample passage in the
SQuAD dataset. Each of the answers is a segment of text from

No. You won't qualify.

the passage.

MS MARCO [Nguyen+ 16] SQuUAD [Rajpurkar+ 16]



https://arxiv.org/abs/1611.09268
https://nlp.stanford.edu/pubs/rajpurkar2016squad.pdf

From symbolic to neural computation

Input: Q Symbolic = Neural
L by Encoding (Q/D/Knowledge)

Symbolic Space
- human readable

Where did Tesla live for much of his life?

Neural Space
- Computationally efficient

Tesla was renowned for his achievements and showmanship, eventually earning

him a reputation in popular culture as an archetypal "mad scientist". His patents
earned him a considerable amount of money, much of which was used to finance
his own projects with varying degrees of success.:121,154 He lived most of his
life in a series of New York hotels, through his retirement. Tesla died on 7
January 1943. His work fell into relative obscurity after his death, but in 1940 the
General Conference on Weights and Measures named the Sl unit of magnetic flux
density the tesla in his honor. There has been a resurgence in popular interest in
Tesla since the 1990s.

vector via multi-step inference,
summarization, deduction etc.

Reasoning: Question + KB = answer

Sy Sy Sy R

Error(A, A*)  ~o7mmmTTTTTTTTTToTTmm oo =

Neural = Symbolic
by Decoding (synthesizing answer)

Output: A
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Neural MRC models by SQUAD

What types of European groups were able to avoid the plague?

From ltaly, the disease spread northwest across Europe, striking France, Spain,
Portugal and England by June 1348, then turned and spread east through
Germany and Scandinavia from 1348 to 1350. It was introduced in Norway in
1349 when a ship landed at Askay, then spread to Bjergvin (modern Bergen) and
Iceland. Finally it spread to northwestern Russia in 1351. The plague was
somewhat less common in parts of Europe that had smaller trade relations with
their neighbours, including the Kingdom of Poland, the majority of the Basque
Country, isolated parts of Belgium and the Netherlands, and isolated alpine
villages throughout the continent.

A limited form of comprehension:

* No need for extra knowledge outside the
paragraph

* No need for clarifying questions
* The answer must exist in the paragraph

* The answer must be a text span, not
synthesized

* Encoding: map each text span to a semantic vector

* Reasoning: rank and re-rank semantic vectors

* Decoding: map the top-ranked vector to text



Three encoding components

* Word embedding — word semantic space
* represent each word as a low-dim continuous vector via GloVe [Pennington+ 14]

* Context embedding — contextual semantic space

* capture context info for each word, via

e BILSTM [Melamud+ 16]: concatenation of left and right contextual language models
* ELMo [Peter+ 18]: a task-specific combo of the intermediate layer representations of biLM
* BERT [Devlin+ 18]: bidirectional transformer, jointly conditioned on left and right context

e Context-query attention — query dependent semantic space
* fuse query info into passage via Attention
e [Huang+ 17; Wang+ 17; Hu+ 17; Seo+ 16; Wang&Jiang 16]

20


https://nlp.stanford.edu/pubs/glove.pdf
http://aclweb.org/anthology/K16-1006
https://arxiv.org/abs/1802.05365
https://arxiv.org/pdf/1810.04805.pdf
https://arxiv.org/abs/1711.07341
http://www.aclweb.org/anthology/P/P17/P17-1018.pdf
https://arxiv.org/abs/1705.02798
https://arxiv.org/pdf/1611.01603.pdf
https://arxiv.org/abs/1608.07905

Word embedding: word semantic space

Fast food

1-hot vector |
dim=|V|=100K~100M tinuous vector

dim=100~1K

V‘v vvv-

o® Dog racing

[Mikolov+ 13;: Pennington+ 14]
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https://papers.nips.cc/paper/5021-distributed-representations-of-words-and-phrases-and-their-compositionality.pdf
https://nlp.stanford.edu/pubs/glove.pdf

Context embedding: contextual semantic space

The Einstein Theory of Relativity Ray of Light (Experiment)

(1) The perthelion of Mercury shows a discrepancy which has

) - = What would hoppen

long puzzled astronomers. This discrepancy 1s fully accounted I could travel riding £ &
: Finstet / » e whe " . > > e a beam of light?

for b_\ Linstein. ‘\,t the time W l.un-hc published his theory, this Would I see

was its only experimental verification. @ #till bght?

(2) Modern physicists were willing to suppose that light might be
subject to gravitation—i.c., that a assing near a great
mass like the sun might be deflected to the extent to which a
particle moving with the same velocity would be deflected
according to the grthodox theory of eravitation, But Einstein's
theory required that the light should be deflected just twice as
much as this. The matter could only be tested during an eclipse
among a number of bright stars. Fortunately a peculiatly favour- (% Ray of Light is the

able eclipse occurred last year. The results of the observations nth studio album
American

—p— o A2
gwriter Mal

rds. After
birth to her daughter Lourdes, 3
started working on her new album with
ray Of Iight Ray Of Light (Song) produ wyface, Patrick Leonard an
Release date
Artist

Awards
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Context embedding via BiLSTM/ELMo/GPT/ BERT

Context vectors h; ; at high level
One for each word with its context

Context vectorsh, ;at low level
One for each word with its context

Embedding vectors x;
One for each word

i1l ; 1

N\

:

+
il ; 1

N\

f

BiLSTM

BiLSTM

- ELMOgask — ytask z

hidden layers in BiLSTM

[Devlin+ 18 , Peter+ 18; McCann+ 17; Melamud+ 16]

task
wi " hye

[=1..L

Task-specific combination of

23


https://arxiv.org/pdf/1810.04805.pdf
https://arxiv.org/abs/1802.05365
https://arxiv.org/abs/1708.00107
http://aclweb.org/anthology/K16-1006

Context embedding via BiLSTM/ELMo/GPT/ BERT

BERT (Ours) OpenAl GPT

Figure 1: Differences in pre-training model architectures. BERT uses a bidirectional Transformer. OpenAl GPT
uses a left-to-right Transformer. ELMo uses the concatenation of independently trained left-to-right and right-
to-left LSTM to generate features for downstream tasks. Among three, only BERT representations are jointly
conditioned on both left and right context in all layers.

[Devlin+ 18 , Peter+ 18: McCann+ 17; Melamud+ 16]



https://arxiv.org/pdf/1810.04805.pdf
https://arxiv.org/abs/1802.05365
https://arxiv.org/abs/1708.00107
http://aclweb.org/anthology/K16-1006

Context-query attention: query-dependent semantic space

semantic space

S1: free online car body shop repair estimates
S2: online body fat percentage calculator

S3: Body Language Online Courses Shop

Query: auto body
repair cost calculator
software

25



Context-query attention: query-dependent semantic space

Query: auto body
repair cost calculator
software

guery-dependent
semantic spaae fw

. | S1: free online car body shop repair estimates J

\ o S2: online body fat percentage calculator X
S3: Body Language Online Courses Shop X

26



Context-query attention: query-dependent semantic space

A 1B
i hy

* Compute attention weights thru softmax: a;; = eXp(Sij)/Zk exp(S;x)

* Fusion info from B to A: fz{l = Zj aijhf

* Compute attention scores (similarity btw i and j): §;; = S(h

i :

fusing
: i e | | BN | | ) |
B hE

B
hi h;

[Huang+ 17; Wang+ 17; Hu+ 17; Seo+ 16; Wang&Jiang 16] 27



https://arxiv.org/abs/1711.07341
http://www.aclweb.org/anthology/P/P17/P17-1018.pdf
https://arxiv.org/abs/1705.02798
https://arxiv.org/pdf/1611.01603.pdf
https://arxiv.org/abs/1608.07905

Examples: BiDAF and SAN

Start End Query2Context

T I

Softmax
Densze + Softmax || L5TM + Softmax - r - +~r+~+~| B e
QOutput Layer u,
T N 7 1trrmareeceerttrs, . TTTTTTE
; Vo L = Uy
=
] || SpLslLaRR SRe SRR us .S
Modeling Layer Rl 1
=
& h, h, h ®& J TTTTTTmmmmms
-T_Eh 92 ar
| Context2Query N
_ - elf Attention
Atterlw_tlon R Query2Context and Context2Query
ayer I R g E E—
Ly Attention u, Self Attended Sum [
:
Attention
h, h, hr Uy Uy )3 Uz
Contextual @ u Contextual @ @B @ @y __——______
3 SEsaje g ge SRS 1 Encoding &8 [ &
Embed Layer '0__,9 E Layer s I ____________
h; h h
Word Embed T T T I:[I T T 1o T
oo O o & - I
Character Word Character Lexicon
Embed Layer EmbEddlng Em beddlﬂg Encoding | 2 Layers Position-Wise FFN ‘ 2 Layers Position-Wise FFN ‘
X4 Xo X3 AT (o dy Layer

L ! L J GLOVE Char-CNN
Context Query

Figure 1: BiDirectional Attention Flow Model (best viewed in color)

Beyoncéis ... whatreligion? Beyoncé was bom ... in a Methodist household.

28
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https://arxiv.org/pdf/1611.01603.pdf
https://arxiv.org/pdf/1712.03556.pdf

Common-sense reasoning: example

Query

Passage

Answer

Who was the #2 pick in the 2011 NFL Draft? * Step 1:

* Extract: Manning is #1 pick of 1998
Manning was the #1 selection of the 1998 * Infer: Manning is NOT the answer
NFL draft, while Newton was picked first in
2011. The matchup also pits the top two * Step 2:
picks of the 2011 draft against each other: * Extract: Newton is #1 pick of 2011
Newton for Carolina and Von Miller for e Infer: Newton is NOT the answer
Denver.

* Step 3:
e Extract: Newton and Von Miller are top 2
picks of 2011

Von Miller

* Infer: Von Miller is the #2 pick of 2011

Commonsense knowledge:
A and B are candidates, if A is not the answer, then the answer is B

29



Weak Reasoning in existing MRC tasks

39.8
32.7 34.3 SQUAD V1.0 ® NewsQA
27
20.7
11.9
54 6.4
Word Matching  Paraphrasing Inference Synthesis Ambiguous

Source: NewsQA (https://arxiv.orq/pdf/1611.09830.pdf)



https://arxiv.org/pdf/1611.09830.pdf

Passage/Query from Summary/Details (zheng+ 2018]

1 issue is the economy.
LZ Granderson: For years, the economy has

will change the Romney camp's direction

LZ: Obama showed he is no coward; he didn't

: ) Romney's calling card.
have to address the issue before election

C”I U.S. | World | Politics | Money | Opinion | Health | Entertainment | Tech | Style | Travel | Sports | Video

Story highlights For the better part of four years, voters have said the No.

S E UL @ AELEEST For the past year, the economy has been the GOP's

He asks if Obama's support for gay marriage  Primary point of attack against President Obama.

For months, the economy and job creation has been Mitt

Even in the one area where on paper

@Entity

has

significant credibility -- the economy -- 44% of voters
believe the president will do a better job, while 42%

—

—

Passage
(Summary)

Common-sense
Reasoning

\4

Query
(Details)



MSR-JHU Leaderboard

 ReCoRD (Reading

Comprehension with
Common-sense Reasoning
Dataset)

* From 70K news articles

* Training set: 100K

* Devset: 10K

* Test set: 10K

» Validated by model &
human judges

* Coming soon...

ReCoRD

Reading Comprehension with Common-sense Reasoning Dataset

Exact Maich Fl

Dev. Test Dev. Test
Human 91.28 9131 | 9L64 9169
DocQA w/ ELMo 4413 4544 | 4539 406,65
DocQA wio ELMo | 3659 3852 | 3789 3976
SAN 41.15 42949 | 4222 42 KHH
QANet 3538 3651 | 36,7 3779
ASReader 2924 2980 | 2980  3(.335
.M 16.73 1757 | 1741 18.15
Kandom Ciuess 15.41 15.55 1906 1912



https://sheng-z.github.io/ReCoRD-explorer/

KB-Info Bot: movie on demand [Dhingra+ 17/]

* Turning Bing into a dialogue agent

Mﬂwe-
Actor=Bill Murray
REIEESE ‘rear 1993

D

o

=
>

Lser

Entity-Centric Knowledge Base

Movie Actor Release
Year
Groundhog Day Bill Murray 1993
Australia Nicole Kidman X
Maod Max: Fury Rood X 2015

Find me the Bill Murray’s movie.

When was it released?

[ think it came out in 1993.

Groundhog Day is a Bill Murray = KB-QA Bot

maovie which came out in 1893,

User

=

)
N System

User

Action

Dialogue Manager

Utterance
—{ Belief Trackers ]7

k.

f

l

Policy Network H Beliefs Summary ]



https://arxiv.org/abs/1609.00777

Learning what to ask next, and when to stop

0.7 ~

Initial: ask all questions in a

0.6 A

randomly sampled order

Improve via learning from Bing log 05 |
* Ask questions that users can answer

0.4 -

Improve via encoding knowledge
of database

e Ask questions that help reduce
search space 02

0.3 A

Task Success Rate

Finetune using agent-user
Interactions
* Ask questions that help complete the

0.1 4

task successfully via RL 1 2 3 4 5 6 7
# of dialogue turns

Results on simulated users



Outline

* Part 3: Task-oriented dialogue
* Integrating planning for dialogue policy learning

* Part 4: Fully data-driven conversation models and social chatbots

35



Task-oriented dialog agents via LUIS/TCP/BF

i city = Rio, budget = $2000 Build
1 want to go o Rio.” Natural Language Infarm(city = Rio) !
S Understanding . State tracker 5 b LUIS app
(NLU) ! : schema
| Hotel = Hilton, price = $1950

City = Rio, budget = $2000,
hotel = Hiltoh, price = 1950

Add
training
Active examples
Learning

Https
Endpoint

w Offer(name = H'qllton
You can book the . '
Hilton for $1950. WETOTEIRIEL-(TE-C price = $1950) |

Generation

Dialogue Policy

(NLG)
Dialogue i Train_ & _SpeCify
Management publish dialogs &
(DM) | LUIS app actions

e LUIS -> NLU, trained on labeled data, not robust to paragraphing
e Conversation Learner -> DM, learning from examples via supervised learning
e (BF -> multiple channels)

Active research: Improving agents E2E via Reinforcement Learning (RL)



Dialogue learning: select the best action according

to state so as to maximize success rate

I'm doing great. What can | help you with?

Lead
I'm reaching out to follow up with the new Azure subscription you signed up for. Do you have any cloud projects my team might be able to
help with?

Agen
t

There are a few individuals who have already been helping me from Microsoft.

Lead

Okay great! Are you working with a Microsoft Partner by chance?
Or do are you currently working with one of our Microsoft representatives?

Agen
t

My organization just signed an Enterprise Agreement.

Lead
Great! And do you have a main point of contact at Microsoft moving forward?

Agen
t

Yes, we've been working with an Account Manager in our area by the name of Ed

Lead

Well it sounds like you all are off on the right track. Your account manager Ed will be your business's best resource moving forward with
anything Microsoft related.

Agen
t

Okay, excellent. Thank you

Lead
Not a problem. Have a great rest of your day!

Agent

ent

State (s): dialogue history

Action (a): agent response



A user simulator for RL and evaluation

TXIPUE o et L ww w * Robustness: automatic action

movies to see this Time £ L Wi Wr EOS . .

weekend? Language Understanding (LU) i? S€I€Ct|0n based on uncertalnty
Natural Language Generation (NLG) . ! s i :-‘ by RL

semantic frame o Flaxjbility: allow user-initiated

request_maovie

W, — Wy w, — EOS
e
® --? =zlots i o .
= - genre=action,
date=this weekend bEhaVIOrS
User Dialogue Action E

Inform(location=5an Francisco) Dialogue
| System A ctf?anahc}r iR RERnEEE
request_location

User Agenda Modeling < (BMm)

* Reproducibility: a R&D setting
that allows consistent
comparisons of competing

End-to-End Neural Dialogue System m et h (0) d S

User Simulator

[Li+ 17] https://github.com/Miulab/TC-Bot -



https://arxiv.org/abs/1612.05688
https://github.com/MiuLab/TC-Bot

Expensive: need large amounts of real
experience except for very simple tasks
Risky: bad experiences (during
exploration) drive users away

Human-Human
conversation data

Supervised/imitation
learning

Dialog agent

Hi, I'm Cortana.

Acting RL

real experience



.

Human-Human
conversation data

Supervised/imitation

learning
Inexpensive: generate large amounts of Acting "
simulated experience for free
Overfitting: discrepancy btw real users and RL

Hi, I'm Cortana.

A

simulators

Dialog agent

simulated experience



Integrating Planning for Dialogue
Policy Learning [Peng+ 18]

Dialogued agent trained using

* Limited real user experience

* Large amounts of simulated experience
Limited real experience is used to improve
* Dialog agent

* Planner (simulated user)

RL Agent

RL planner (k=4)

RL boosted-planner (k=4) f
RL boosted-planner (k=9) R S

0.7

0.6

Success rate
=] =] =
[ E=% o

o
P

o
.

00 — 1A v
] 25 50 75 100 125 150 175 200
Epoch

Figure 6: Human-in-the-loop Dialogue Policy
Learning Curves for four different agents: x-axis
is the number of training epochs.

Human-Human
conversation data

Supervised/imitati
on learning

Planning

Hi, I'm Cortana.

simulated user
Acting RL

Model
learning

real experience
(limited) a1


https://arxiv.org/abs/1801.06176

Ongoing project...
|

Human-Human
conversation data

Imitation Learning Supervised Learning

No, then run planning i
using simulated experience Simulated experience N

4— -

A

Dialog agent Whether to switch simulated user

to real users?

“discriminator”
learning

Yes

Run Reinforcement Learning

using real experience Model learning

real experience
(limited)



Outline

 Part 4: Fully data-driven conversation models and social chatbots
* E2E neural conversation models
* Challenges and remedies
* Grounded conversation models
* Xiaolce
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Social Bots [MSR Data-Driven Conversation]

* The success of Xiaolce (/]viK)

* Problem setting and evaluation
* Maximize the user engagement by automatically generating
* enjoyable and useful conversations

e Learning a neural conversation engine
* A data driven engine trained on social chitchat data [Sordoni+ 15; Li+ 163]
* Persona based models and speaker-role based models [Li+ 16b; Luan+ 17]
* Image-grounded models [Mostafazadeh+ 17]
* Knowledge-grounded models [Ghazvininejad+ 17]
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https://www.microsoft.com/en-us/research/project/data-driven-conversation/
http://research.microsoft.com/apps/pubs/?id=241719
http://arxiv.org/abs/1510.03055
https://arxiv.org/pdf/1603.06155.pdf
https://arxiv.org/abs/1710.07388
https://arxiv.org/abs/1701.08251
https://arxiv.org/abs/1702.01932

VMISR’s neural conversation engine

Neural model learns the general shape of conversation, and
the system output is situationally appropriate and
coherent...

hi

how are you ?

not bad

what 's wrong ?

nothing really

wan na talk about it ? i 'm here if you wan na talk x
well, i 'm just tired

me too, i 'm here if you wan na talk

thanks , what are you doing ?

you 're welcome and i 'm watching tv and you ?
on netflix ?

yeah, i 'm watching it on netflix .

what are you watching ?

a tv show .

nice, did you have dinner already ?

no, not yet . what about you ?

< IIILS IS IS IS IS IS T

A more goal-oriented example. No grounding into a real calendar,
but the “shape” of the conversation is fluent and plausible...

would thursday afternoon work sometime ?

yeah , sure . just let me know when you ‘re free.

after lunch is probably the best time

okay , sounds good . just let me know when you ‘re free .
would 2 pm work for you ?

works for me .

well let ‘s say 2 pm then i ‘Il see you there

sounds good .

< IIS TSI

A complementary solution to Xiaolce

Generating responses vs. retrieving responses

Easy to incorporate contextual info via embedding
- User profile — personalized conversation
- knowledge bases — grounded conversation

The engine is E2E learned from conversation experience
- Learning a goal-oriented conversation engine via RL

45
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http://research.microsoft.com/apps/pubs/?id=241719
http://arxiv.org/abs/1510.03055

Neural Models for Response Generation

. because of
0000 0000
0000 > 0000

encoder

your game?

0000 0000
v \ 4

o000 > 0000

Source:

conversation history

Target:
response Yeah

[Sordoni+ 15; Vinyals & Le 15; Shang+ 15]

decoder

\ 4

I'm

\ 4

EOS Yeah
(XX X (XX X
v v
(XX X (XX X
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(Y X X (Y X X

I'm

on

my

on

\4

my

way
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Neural response generation: the blandness problem

How was your weekend?

I don’t know.

What did you do?
ﬁ I don’t understand what you are talking about.

This is getting boring...

Yes that’s what I'm saying.

/



Blandness problem: cause and remedies

Common ML objective (maximum likelihood)

p(target|source)
(whatever the user says) —p I don’t know.

I don’t understand...

That’s what I'm saying
Mutual information objective:
p(target|source)
(whatever the user says) —) I don’t know.
(whatever the user says) — I don’t know.

p(source|target)




Sample outputs (baseline, Maximum likelihood)

Wow sour starbursts really do make your mouth water... mm drool.
Can I have one?

Of course!

Milan apparently selling Zlatan to balance the books... Where next, Madrid?

ﬂ I don’t know. o
————

‘tis a fine brew on a day like this! Strong though, how mairx]

I'm not sure yet, I'll let you
32% of the responses:
“I don’t know”
Well he was on in Bromley a while ago... st “I don’t know what you are talking about”

“I don’t think that is a good idea”
I don't even know what he's ta “Oh my god”



Sample outputs (MMI)

Iy

Wow sour starbursts really do make vour mouth water... mm drool.
Can I have one?

v

Of course you can! [They’re delicious!

Milan apparently selling Zlatan to balance the books...|Where next, Madrid?

I think he'd be a good signing.

‘tis a fine brew on a day like this! Strong though}how many is sensible?

Depends|on how much you drink!

Well he was on in Bromley a while ago... still touring.

I’ve never seen him live.



Sample outputs (MMI) — capturing common sense

Iy

Wow sour starbursts really dol_make your mouth water.|. mm drool.

Milan apparently

selling

Can I have one? \

Of course you can! They’re|delicious!

Zlatan to balance the books...|Where next, IMadrid?

‘tis a fine

brew

—
I think he'd be al_good signin‘j

on a day like this! Strong though, how many is sensible?

Well he was on in Bromley a while ago‘ﬁtill touring.

Depends on how much you|drink!

I’ve neverl|seen him live|




Chitchat, Goal-oriented
Engaging, human-like interaction Task completion, decision support
(ungrounded) (grounded)
The weather is so depressing
these days.
/
I know, I dislike rain too. What about |

a day trip to eastern Washington? e ®

>

Any recommendation? o — -

Try Dry Falls, it’s spectacular!
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Conversation in the real world

Vel

tripadvisore
e conversation history
* persona - ORI The
« user data context ek Lzl
| encoder Channel

(bio, social graph, etc.)
TP - visual signal

e _ (camera, picture etc.)
* knowledge base

° mood Because of ’'m
e geolocation seee| |ocee coce
e time

o000 > 0000 0000 —»

L.




Persona model results: consistency and speaker-role

Baseline model: Persona model using speaker embedding [Li+ 16b]
message  Where i1s your hometown? message Where is your hometown?
response 1 live in|/Indonesia. response  1I'm from|England.

message Where are you from? message Where are you from?

response |England,|you? response  1I'm from| England.

message In which city do you live now? message In which city do you live now?
response 1 live in|Jakarta. i response 1 live in London.

message In which country do you live now? message In which country do you live now?
response | live in|Indonesia. response 1 live in| England.

message What is your major? message What is your major?

response |Business, [you? response |Business.|You?

message  What did you study in college? message  What did you study in college?
response |Psychology,| you? response | didstudies.

message How old are you? message How old are you?

response 1'm|18. response 1'm|18.

message What is your age? message What is your age?

response  1'm|16. response 1'm|18.|
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https://arxiv.org/pdf/1603.06155.pdf

Personalized Response Generation

[Li+. A Persona-Based Neural Conversation Model, ACL 2016]
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A Knowledge-Grounded Neural Conversation Model
[Ghazvininejad+ 17]

Going to DIALOG Try omakase, the best
, DECODER '
Kusakabe tonight ENCOD{‘ in town

CONVERSATION HISTORY FACTS RESPONSE

ENCODER
1

4 )

a N

Consistently the best omakase

Amazing sushi tasting |[...]

They were out of kaisui [...]

WORLD CONTEXTUALLY-RELEVANT
\_ “FACTS" \_ “FACTS” Y
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https://arxiv.org/abs/1702.01932

Conversation and
non-conversation data

You know any good A
restaurant in B?

Try C, one of the best
D in the city.

—

You know any good Japanese restaurant in Seattle?

Try Kisaku, one of the best sushi restaurants in the city.

Kisaku
ﬁ:ﬁﬁ'jﬁi’j 1 915 reviews

$$ - Sushi Bars, Japanese

@ N 57
%, 57th St
.
6’9
+ %
N
AN\
%05 %
D
R < 7
Google Map data ©2016 Google| [l oy
© 2101 N 55th St -
Ste 100

Seattle, WA 98103
b/t 56th St & N Kenwood PI
Wallingford

® Get Directions

¢, (206) 545-9050

[ kisaku.com

M various rolls wi
tunas by Ken L

RS | Kisaku is one of the best sushi restaurants in Seattleland located in the heart
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Sample knowledge-grounded responses

. Visiting the celebs at Los Angeles International Airport (LAX) - [...] w/ 70 others
: Nice airport terminal. Have a safe flight.

: Is that [...] in your photos? It’s on my list of places to visit in NYC.
Don’t forgct to check out the 5th floor, while you are here, it’s a great view.

Listen to Lisa Palge

: Been craving Chicken Pot Pie-who has the best? Trying [...] at [...] Must be Change of weather!

0 [...] 1s down to one copy of Pound Foolish. I'm curious to see if they are re-ordering it.
Check out the video feed on 6 and take a picture of the Simpsons on the 3rd floor.

: L wish [...] would introduce another vegetarian option besides the shroomburger. It’s delicious but kind of ridiculous.
: This is the best j.crew in the world. Try the lemonade!

5 B |22 [ |2 | 2> [Fp

: One of my favorite places I've ever been to in NYC. The food is great and the service is lackluster.

Experimental results (23M conversations): outperforms competitive neural baseline (human + automatic eval)
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Xiaolce: an Al companion to human users with
emotional connections

User Experience Layer Conversation Engine Layer Data Layer
. |
FRINE : Skills |
weibo.com
8 Full Duplex General Topic Xiaolce User
. steam-based Global . . Chat Manager Profile Profiles
Tencent conversations State Tracker »| Empathic Computing
- voice
- ( ) AL M Contextual Query 2:::" EDHTM Paired Unpaired
0 ! / v Understanding restion Datasets Datasets
& Meipal Half Duplex User Understanding (text, image) [text)
BEZS message-bhased Master Interpersonal Task Completion
conversations Dial Policy |~ |  Response Generation .
(text, image, talogue Folicy . Topic Knowledge
voice, video clips) Image Commenting Index Graphs

-

facebook Messenger

Zhou, Gao, Li and Shum. 2018. Design and Implementation of Xiaolce. To appear.




Toward an Empathetic social chatbot: text

Query Response Rating
FaA iz iiaE R (’'m watching you while eating.) 0
BLRAE
(Don’t want to look with {REA47T? (whatis wrong with you?) 1
my face in my hands.) .
MINEY —ReHEEF, M5M5. (Haha, beware of the heat rash of your face.) 2
B FH Sk =N B 148 (Exercise is good for your health.) 0
St(r)]ri\vaeca |;>a|n 'nmy 1§74 7K 73 7? (Have you been drinking hot water?) 1
SEFMFPIK, DE— TEENFIF T (Come and talk to me, just distract yourself.) 2
B D AT RKEZNEBIRS (The elephant has a high 1Q.) 0
I A=
(1 feel so stupid.) %225 B C (Learn more and improve yourself.) 1
1R 2B BB A BFIX 415 BB (That is what lots of smart people say about themselves.) 2
HHLZNEZEETFRECR EXR—"NMAEEBWNILH (Love a person from my heart.) 0
ERAAET FHANIBER K S (Because we want too much.) 1
(Why do we always live the -
way we don’t like.) HIN B HIANZIAIFETF (Because that’s what others like.) 2

Zhou, Gao, Li and Shum. 2018. Design and Implementation of Xiaolce. To appear.




Toward an Empathetic social chatbot: image to text

Labeled responses

0: Z1305 (Have you even loved?)
1: ZE (It's so beautiful.)

2: 'E—&, EKLIAEWindows

(At first, it looks like Windows.)

Labeled responses

0: AXZET (It's so beautify)

1: IXEME? (What is this?)

2: 18155k A BRRIRS A~

(Mom told me not to trust any code from
unknown source.)

Labeled responses

0: ZMEFLE" (Lovely.)

1: {RZRA9? (Is she yours?)

2: SEeILERYNRHRELITND

(No one can resist her innocent eyes.)

Labeled responses

0: ¥FA8[EIZR (I really want to go home)

1: EUFERIE (Leaning tower of Pisa)

2: {REFHEMFELE A (Should | help hold it?)

Zhou, Gao, Li and Shum. 2018. Design and Implementation of Xiaolce. To appear.



Empathy model

TR A

B ==

B s
FrzR
KAk
FRIE

B Bl

=]
~J

[AZK]
[Nk
A
[Nk
[AZE]
[Nk
[AZE]
/INK]
AR
[Nk
A
[Nk
[AZE]
[Nk
[AZ]
/INK]
AZE]
[Nk
[AZK]
[Nk
A
[Nk
[AZE]
[Nk
[Nk
A
[Nk
[AZ]
/INK]
A
[Nk
[Nk
[AZ]
/INK]
IAZE]

INKARRAZE
HATLARAR IX EHk NS ?
EIRE9!

W EE P

e

KRB REAE?
BNARTZE

o .« .

REMERTF

IREAT, FER?
MERAFFO

IHRIX A, HEREREDR. .
{RABHAIT?
BAFONRR, —ESEmERITEHE
BARM?

B LAEKTVIRT

EHTIE

IEERMT, EREXEARCHIT T
BAAKIE

SEREAT

EARRY

EHEAS RN, 070
{RIZAONE?

RN

(E&]

AR, — N BIRZT

XA RK T E—RIER
EEIFEW

EE(R, FEHARFEIIEAR MR EEIFIZE?

i, =hE?
XREXEEEE, BCE
FIFRA]

IRISNS [#4]
HEFSIEFEAE, AR
KWK, ABEEIFE TR

[AZK]
[Nk
A
[ZNik]
[AZE]
Nk
A
/INiK]
AR
[Nk
AZ]
[ZNik]
A
[ZNik]
[AZ]
[Nk
A
[Nk
[AZK]
[/INK]
A
[ZNik]
[AZE]
Nk
A
/INiK]
[AZK]
[Nk
AZ]
[ZNik]
[Nk
[AZK]
[/INK]
AZ]
[)NK]

M ! BT Esk

HAZE, RARKE?
NELERSIERE, mEEEENE
BMRIEFUKFRS 77
RIEABIKFE

AN EEERRE L IR ERE!
RARBIE T

1ghg, EEmBE—NRINERR
{REBfER? JEENT

=B RA{E

Be o o« TFIB

T RBAE

B, . BRI

BAT?

%%, REBERIEE.

i, HFHERN

! SRR (REN L RRRRT .
B, FiFE—mERE RN

9F BRFRRE T

EB, HBEEZRENHE® T
{RXAEXR ST

BAMI? ARAZE IR
REFRMIE

e EREEEZEIR! !
HAYRAY. .

JTTEERE (R . .

H? &g

RAR—E0TI?

SR

THIBRRAREIR
[BRFRhR - Bl

BREENT. . WET
LRGN, . BEAXAL
(R R AREFT

\\\\\\\\\\\\



Conclusion

* A unified view: dialogue as optimal decision making

* Neural MRC models: lack of reasoning, need to define new tasks
* KB Info bot: learn what to ask.

* RL for dialogue policy learning: integrating planning and RL

* Social chatbot: knowledge-grounded dialogue

 Xiaolce: empathy model



